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Preface

On behalf of the Rensselaer Polytechnic Institute I would like to welcome you to GAMEON-North America 2011-NASTEC'2011, and to the fair city of Troy.

This year’s event, smaller in size than normal no doubt because of the present economic climate, nevertheless succeeds in bringing together a number of presentations covering such wide-ranging fields as Game Methodology and AI, Game Graphics, Motion in Graphics, Serious Gaming and Industrial Simulation offering the participants a broad overview of present-day gaming and simulation research.

As well as the peer-reviewed papers, Game-On 'NA 2011-NASTEC'2011 features a number of invited talks highlighting research done in the field of computer gaming. These talks are by Heidi Boisvert, Creative Director & Founder, futurePerfect Lab and by David Thue of the University of Alberta, Canada.

To finish of the research theme we will visit the Games Labs at Rensselaer Polytechnic Institute.

Again, welcome to Troy and have a good conference.

Mei Si
Conference Chair
Rensselaer Polytechnic Institute
Troy, USA
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ABSTRACT
We describe an algorithm for the procedural generation of levels for the popular Japanese puzzle game Sokoban. The algorithm takes a few parameters and builds a random instance of the puzzle that is guaranteed to be solvable. Although our algorithm and its implementation run in exponential time, we present experimental evidence that it is sufficiently fast for offline use on a current generation PC when used to generate levels of size and complexity similar to those human-designed levels currently available online.

INTRODUCTION
In puzzle games the level design can make the difference between a game that is trivially easy or completely impossible. It is difficult to find the balance between the two, where the levels are challenging but still solvable. Here we present an algorithm that automates the generation of Sokoban puzzles of a given difficulty.

Sokoban is a puzzle game played on a rectangular grid. The goal is for the player’s avatar to push boxes onto marked goal squares. The challenge comes from the placement of the walls, goals and boxes and the restriction that the avatar is only strong enough to push one block at a time and cannot pull blocks at all. The simplest way of explaining it is to show a picture, for example Figure 1, which shows a level with a single box and a single goal. This figure and the other screenshots in this paper are from JSoko (Dungaard et al. 2010).

Culberson has shown (Culberson 1998) that Sokoban is PSPACE-complete, meaning that it is in a sense at least as difficult as almost any one-player game. (Most games that are hard in this sense are for two or more players.) This, together with its simple rules, makes Sokoban a challenging candidate for procedural generation of puzzle instances. Completely random Sokoban levels are extremely likely to be unsolvable, or if they are solvable, then they are likely to be very easy. Even hand-made levels suffer from this problem unless the person making the level is an experienced Sokoban level designer.

Most other research done on Sokoban has been geared towards solving existing Sokoban puzzles (Junghans and Schaeffer 1997, Botea et al. 2003). Some work has also been done or estimating the difficulty of a given Sokoban problem (Janík and Pelánek 2010a, Ashlock and Schonfeld 2010). Relatively little research has been done on generating new Sokoban levels (Murase et al. 1996, Masaru et al. 2003, though there are several existing generator programs (Mihendis Accesseds 2011). Additionally, there has been some research on generating levels for other PSPACE-complete puzzle games (Servais 2005).

The interested reader is invited to visit our Sokoban Generator webpage (Taylor and Parberry 2011) for supplementary information. This includes some more detailed instructions for the novice on how to play Sokoban, several hand procedural generated Sokoban levels, a link to an open source Java implementation called JSoko on which to play-test those levels, a short video showing JSoko’s solution to some of our levels, some larger color images from this paper, and the archived data from the experiments performed to generate the performance data for the tables and figures that will appear later in this paper.

OBJECTIVES
Any procedural generation system should satisfy several criteria (Doran and Parberry 2010): novelty, structure, interest, controllability and speed. Our Sokoban level generator possesses these qualities as follows: Novelty: The generator produces a new and different puzzle on each run. Structure: The puzzles are nontrivial yet not impossible to solve, without requiring verification of this by use of an automated solver. Interest: Players should find the prospect of solving the puzzles attractive. This is left for future work: Development is currently underway. Controllability: Designers have control over the size and difficulty of the generated levels. Speed: The generator can run offline on a modest computer and generate at least one challenging puzzle, or hundreds of nontrivial puzzles per day.

Our primary aim is to generate reasonably difficult, but not impossible, Sokoban levels. There are two reasons for this. Firstly, these levels are the kind that are hard for a human to make, at least without a lot of experience. Secondly, we believe that puzzle games, difficulty is related to interest.
Interesting puzzles are neither too difficult nor too easy (at least for most players), and yet it is these puzzles that are the most difficult to generate.

**METHOD**

The idea of working backwards from the goal towards the start is not new (Takes 2007), but previously it has only been used to solve existing levels. Here we use that idea to generate new levels. Our algorithm consists of three high-level steps, each of which will be described in more detail in its own subsection below.

1. Build an empty room.
2. Place goals in the room.
3. Find the state farthest from the goal state.

**EMPTY ROOMS**

To build an empty room, we use a method somewhat similar to that of (Murase et al. 1996). We begin by choosing a width and height for the level. This is done by simply picking a random number within a user-specified range. The level is then partitioned into a grid of $3 \times 3$ blocks. Each block is then filled in using a randomly chosen and randomly rotated or flipped template. The templates consist of a $3 \times 3$ pattern of walls and floors surrounded by a border of blanks, walls and floors (see Figure 2). The borders cause neighboring templates to overlap. A non-blank tile must match any pattern it overlaps, whether it is placed before or afterwards.

This overlap helps to create interesting levels by preventing some bad configurations from being generated. For example, the pattern consisting of a single wall in the middle surrounded by a ring of floor will become a large dead-end unless there are at least two floor tiles adjacent to each other and that pattern. Since the templates are randomly rotated and flipped before being placed, this is very easy to enforce by simply placing two adjacent floor tiles in the border of that template and leaving the rest blank.

If the generator places blocks in such a way that it cannot fill in one of the cells with any of the available templates, it will discard that attempt and start over. The run time of this step is very small compared to the rest of the algorithm, so even throwing away several partial room shapes does not create any noticeable loss of speed.

Finally, there are some post-processing checks to make sure the level will work well with the remaining steps. Any level that fails one or more of these tests is discarded.

- The level is checked for connectivity. There should be one contiguous section of floor. There is one special
case here. The templates that allow the player to pass through, but will not allow a box to pass, are checked as if there was a wall tile separating the two sides. This only affects this check, and that tile is counted as a floor tile in all other cases.

- Any level that has a 4 × 3 or 3 × 4 (or larger) section of open floor is discarded. By observation, such levels tend to make levels with very bushy, but not very deep state spaces. This makes it very hard to generate the level, but not much harder to solve it.

- The level must have enough floor space for the planned number of boxes, plus the player and at least one empty space.

- If the level contains any floor tiles surrounded on three sides by walls, it is discarded. This is a somewhat aesthetic choice, but such tiles are either obviously dead space if there is no goal there, or an easy place to get boxes out of the way otherwise, so we think it improves the quality of the resulting levels somewhat.

### PLACING GOALS

Goal placing is done by brute force, trying every possible combination of goal locations. This is admittedly very inefficient. Many human-made levels place the goals in certain patterns, such as a rectangle of contiguous goals, but by doing a brute force search for the best places to put the goals, some obvious patterns emerge.

One pattern that seems to hold for most, but not quite all, of the levels generated so far is that the goals are touching either a wall or another goal. Whether forcing this would provide a significant speed-up, or a significant drop in the quality of the resulting levels has not yet been investigated.

Our generator uses a timer that checks it has exceeded its allotted time. If it has, it will terminate and return the best result so far. To help ensure that that result is something interesting, even if not the best, the positions for the goals are checked in random order. This is done by creating a shuffled list of the empty spaces on the board.

### FARDEST STATE

For each placement of the goals the system finds the farthest state from that goal state, that is, the state with the longest shortest path from itself back to the goal. Over all goal states, the farthest farthest state is returned as the output of the generator. Thus, the distance from the goal state to the start state is the metric by which we judge the resulting levels, as well as influencing the algorithm used to search the state space. The definition of distance is crucial. In Sokoban there are four common distance metrics. The simplest is just the move count, incremented every time the avatar moves. As a measure of the difference between states, this does not work very well. Just making a large labyrinth with only one obvious solution will still give a high distance, but will be fairly trivial in the end.

The number of box pushes, incremented each time the avatar moves into a square containing a box, is not much different than the move count. A level that required the player to push boxes down long hallways would give a high score, but again would not be difficult, just tedious.

The box lines metric is more interesting. It counts how many times the player pushes a box, but any number of pushes of the same box in the same direction only count as a single box line. From our observations, the number of box lines corresponds fairly well with the difficulty of the resulting level. We are currently using the box line metric in our generator.

The last metric is box changes. It counts how many times the player stopped pushing one box, in any direction, and began pushing another. This may be an even better measure of difficulty, and may improve the overall speed of the generator, but it is more difficult to implement.

Any metric except for the move count allows us to abstract out the avatar position. Instead of keeping up with which square the avatar is in, we keep up with which group of contiguous floor squares it could reach. This abstraction provides a significant decrease in the time it takes to generate the set of farthest states.

All of this is done in reverse compared to how Sokoban is played. The reason for this is to prevent the generator from having to consider invalid moves. Any state reachable when moving in reverse will be solvable when played normally. Unfortunately, none of the usual search algorithms are suitable for this problem. The most obvious way to find the farthest state is to use a breadth-first search, returning the last state found, but since moves in Sokoban are not reversible, the only way to prevent repetitions is to store a list of all visited nodes. For Sokoban, or any other PSPACE-complete problem, this will quickly fill up the available memory. Iterative deepening is unsuitable for similar reasons. Informed searches, like A* or IDA*, are unsuitable because the target is very vaguely defined, meaning we have no clear indication when to stop the search. To get around these problems, we use a form of iterative deepening twice, trading off the high memory requirements for a somewhat slower algorithm.

```plaintext
proc Go(goal) ::=
  startSet := MakeStartSet(goal);
  resultSet := startSet;
  depth := 1;
  do
    prevSet := resultSet;
    resultSet := Try(startSet, resultSet, depth);
    if resultSet = nil then exit f;
    depth := depth + 1;
  od;
  Go := (prevSet, depth);
```
proc Try(startSet, prevResults, depth) =
resultSet := Expand(prevResults);
tempSet := startSet;
for i := 1 to depth do
  resultSet := resultSet - tempSet;
tempSet := Expand(tempSet);
endfor;
Try := resultSet.

MakeStartSet takes the goal state and places the player into each available contiguous floor area. Expand takes a set of states and returns the set of states one step further. What those states are depends on which metric is being used, which is why the choice of metric has such an impact on the running time. Go is almost a standard iterative deepening algorithm. It takes the goal, calls MakeStartSet to set things up and then calls Try one depth at a time. What is different here is the end condition. Go calls Try until it fails and then returns the previous set of results. Try takes the starting set, the previous results and a target depth. It then calls Expand on the previous results. Then it starts over expanding the start set, subtracting that from the results. What is left after the target depth has been reached is all of the nodes that can be reached in depth steps, but no sooner.

GENERATING LEVEL SETS

Our generator returns the set of all levels that are as far from the goal state as possible. This can be anywhere from one to a few hundred levels, and some are obviously better than others. We have an additional layer over the generator that attempts to select a good level from those generated and then collects the results of several runs into a level set. Additionally, it makes an attempt to reject levels that are much too easy, or are too similar to levels already in the level set. Finally, when the target number of levels has been reached, it attempts to sort them by some measure of difficulty.

The questions of what is better and what is not good enough both rely on the same, rather arbitrary, measure. We take the candidate level and give it a score based on a number of factors. To begin with, the score is 100 - (pushes + number of sibling levels + 4 \cdot lines + 12 \cdot boxes) + Random(0, 300), where pushes is the number of box pushes in the solution, sibling levels is the number of other levels the generator found at the same depth, lines is the number of box lines in the solution, boxes is the number of boxes in the level and Random is a just a random number between the given values. While this is, again, fairly arbitrary, the rationale is that both more pushes and more lines make the level more difficult, while levels with many sibling levels seem to be less interesting, just by observation. The number of boxes is subtracted not because more boxes makes the level less interesting, but because the number of lines needs to exceed the number of boxes by a certain factor for the level to have a better chance of being a good level. The random factor is mainly there to break ties.

Some other checks are made after getting the base score. Any trapped box is worth -100000 points, which is almost guaranteed to get the level rejected. Any box touching a wall is worth -150 points, a box touching the player is worth 50 points, and a box touching another box is worth 30 points. Finally, a goal area touching a goal area is worth 30 points. These constants can be adjusted by the individual designer to suit his or her intuition about features possessed by good Sokoban levels. Any level with a final score of 0 or less is rejected. The base score is quite a bit higher than the scores for most of the various other checks though, so not many levels are rejected at this point. This same score is then used to choose the best level from those generated, assuming any are left.

Once a level has passed all of the other tests, the program checks to see whether or not it is too similar to another level already in the set. Currently, this just removes the player and checks for exact matches for all of its rotations and reflections. This still generates a few levels that a human would consider too similar, so there is still more work to be done here.

Assuming no other level is too similar, the level is added to the set. When the set gets to target size, it is sorted by difficulty and written to a file. The measure of difficulty we currently use is lines + log(lines) + log(time) + lines/pushes. This is based on our observations that the number of box lines is the most important factor. time is the time taken to generate that level, in seconds, and is mainly used as a tie breaker. The lines/pushes factor is small correction that favors levels with shorter box lines rather than long corridors.

EXPERIMENTAL RESULTS

We have implemented and tested our new algorithm for the automatic generation of Sokoban levels. Figure 6 contains some screenshots of sample levels generated. The reader is invited to visit our Sokoban Generator webpage (Taylor and Parberry 2011), where he or she can download some of our level sets and try them out.

Our algorithm is certainly suitable for offline use in a level-a-day style game. In practice it can generate several levels over the course of a day depending on how much CPU power it is given and how large the desired levels are. The theoretical run time for the generation of one level is roughly

\[ b\left(\frac{n}{a}\right)^2, \]

where \( b \) is the number of boxes and \( a \) is the number of empty spaces. This is feasible for a fairly small number of boxes that might occur in practice. We have been able to generate levels with 4 boxes within a 2 \times 3 level outline within a few hours.
We ran experiments measuring the average run-time generating 10 random puzzles of each size $1 \times 2$, $2 \times 2$, $2 \times 3$, and $3 \times 3$. See Figure 3 for an indication of the relative sizes of these levels. All of these results are from runs on an Intel i7 3.2 GHz quad-core processor with hyperthreading. Our system is not written to make use of the extra cores, but we run several independent copies of the code simultaneously, relying on the operating system to place each copy on a separate processor core.

Tables 1 and 2 show in Column 3 the experimental running time required to generate 2-box and 3-box puzzles respectively, averaged over 10 samples for each entry. These data are depicted pictorially in Figure 4 (top) with an exponential trendline. Tables 1 and 2 also show in Column 2 the average number of moves required to solve the generated puzzles using the automosolver in Jisoko, set to “move optimal with best pushes”. These data are depicted pictorially in Figure 5 (bottom).

Table 3 shows in Column 3 the average experimental running time for 2-box puzzles (which have 36 cells). See the level at top right of Figure 3 to get some idea of the size of the puzzle. These data are depicted pictorially in Figure 5 (top) with an exponential trendline. Table 3 also shows in Column 2 the average number of moves required to solve the generated puzzles using the automosolver in Jisoko, set to “move optimal with best pushes”. These data are depicted pictorially in Figure 4 (bottom).

Levels with a single box are generally uninteresting. Levels with 2 boxes can be generated very quickly, usually within a few seconds, but tend to be very easy. At 3 boxes the levels start to get slightly more interesting, and can still be generated within a few minutes. Levels with 4 or more boxes can

<table>
<thead>
<tr>
<th>Size</th>
<th>Moves</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 2$</td>
<td>26</td>
<td>&lt; 1 sec</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>48</td>
<td>1.9 sec</td>
</tr>
<tr>
<td>$2 \times 3$</td>
<td>60</td>
<td>16 sec</td>
</tr>
<tr>
<td>$3 \times 3$</td>
<td>73</td>
<td>128 sec</td>
</tr>
</tbody>
</table>

Table 1: Average runtime for the generation of 2-box puzzles with the corresponding average number of moves needed to solve them (averaged over 10 random samples each).

<table>
<thead>
<tr>
<th>Size</th>
<th>Moves</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 2$</td>
<td>38</td>
<td>58 sec</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>69</td>
<td>2.7 min</td>
</tr>
<tr>
<td>$2 \times 3$</td>
<td>98</td>
<td>1.1 hr</td>
</tr>
<tr>
<td>$3 \times 3$</td>
<td>115</td>
<td>24.5 hr</td>
</tr>
</tbody>
</table>

Table 2: Average runtime for the generation of 3-box puzzles with the corresponding average number of moves needed to solve them (averaged over 10 random samples each).
<table>
<thead>
<tr>
<th>Boxes</th>
<th>Moves</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>48</td>
<td>1.9 sec</td>
</tr>
<tr>
<td>3</td>
<td>69</td>
<td>2.7 min</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>3.4 hr</td>
</tr>
<tr>
<td>5</td>
<td>109</td>
<td>26 hr</td>
</tr>
</tbody>
</table>

Table 3: The average experimental running time for the generation of $2 \times 2$ puzzles, with the corresponding average number of moves needed to solve them. The averages were computed over 10 random samples each.

Figure 5: The average number of moves (top) and the average generation time in seconds (bottom) versus number of boxes for the generation of $2 \times 2$ puzzles.

be very interesting, and difficult, but take substantially more time to generate. Using the timer feature, we can force the generator to return the best result after a given time period. Using a time limit of 4 hours, we have generated levels with 5 and 6 boxes that appear interesting and difficult (for example Figure 6 includes some 5-box puzzles).

Using just iterative deepening, the algorithm runs several times faster, but uses much more memory. On some levels, the program crashed after consuming over 1.5GB of memory. Using our algorithm, the same levels never exceeded 40MB of memory.

CONCLUSION AND FUTURE WORK

While we found the puzzles that we generated “interesting”, we provide no justification for this claim in this paper, although we do invite the reader to try for themselves by visiting our Sokoban Generator webpage (Taylor and Parberry 2011). We plan to gather data from play-testing in the next phase of this research, and we will report the results in a later paper. Some research into what makes a level interesting and what makes it difficult is needed, though some research on these questions has already been done (Ashlock and Schonfeld 2010, Jarulek and Pelannek 2010b).
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Figure 6: Some levels of varying difficulty created by our generator.
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Abstract:
Nowadays computer games have become a billion-dollar industry. One of the important factors in success of a game is its similarity to the real world. As a result, many AI approaches have been exploited to make game characters more believable and natural. One of these approaches which has received great attention is Fuzzy Logic. In this paper, a Fuzzy Rule-Based System is employed in a fighting game to reach higher levels of realism. Furthermore, behavior of two fighter bots, one based on the proposed Fuzzy logic and the other one based on a scripted AI, have been compared. It is observed that the results of the proposed method have less behavioral repetition than the scripted AI, which boosts human players’ enjoyment during the game.

Introduction:
The academic definition of Artificial Intelligence (AI) states that AI is creating machines which can sensibly think and act as humans (Russell and Norvig 1995). This classic AI is usually concerned with the optimum solution to a problem and discusses how this solution can be found. Game AI is a code or technique which a computer uses to control Non-Player Characters (NPCs). It does not care how a computer makes a decision or thinks about the problem, it might use either a decision tree or a huge database, the point is just its reaction. Game balance has been one of the considerable topics in Game AI. If a computer opponent always just followed similar patterns, or played too easily or strictly, the game would be annoying. Furthermore, the aim is not to defeat players, but rather to keep them amused. In fact, none of the opponents should be unbeatable. In Game AI, natural game laws should be followed and cheating should be prevented as far as possible. Cheating AI is a term which refers to a situation where the AI has more information and advantages than the players. This is often implemented in games to increase the abilities of a machine and it might be acceptable if the player is not apprised of it. Some examples of cheating AI can be found in (Scott 2002). As a matter of fact, applying these cheats represents weaknesses and limitations of AI against human knowledge. Therefore it would be better to look for the methods which represent human knowledge, like Fuzzy rule-based systems, as they are a widespread form of Fuzzy logic (Zadeh 1965). Fuzzy logic can easily rate any input based upon importance. Additionally it is really suitable to do multiple operations at once (Doss 2000). Human knowledge and the ways in which humans think and infer can be directly put into a game by Fuzzy rule-based systems. For instance, in a Fighting Game (Rollings and Ernest 2006), a game developer can take advantage of Fuzzy logic to reach higher levels of realism and human-level AI in behavior of the opponent’s character. This makes the human players feel that they are playing against another human, not an omniscient computer, which knows about all of the angles and distances between itself and its opponent and consequently, makes no mistake unless it deliberately decides to make the game easier for the human opponent.

In recent years, we have witnessed many applications of Fuzzy techniques in the domain of games. The game S.W.A.T. 2 has employed Fuzzy logic as an instance of action games (Johnson and Wiles 2001). In the genre of Real Time Strategy (RTS) games, Civilization: Call to Power uses Fuzzy State Machines (FuSM) as well (Johnson and Wiles 2001). The great performance of Fuzzy methods in 2009 simulated car racing championship can be found in (Loacono et al. 2010). Another Fuzzy controller for a car racing championship is discussed in (Perez et al. 2009), and also a Fuzzy-based architecture has been tested in The Open Car Racing Simulator (TORCS) in (Onieva et al. 2010). There is a Fuzzy Q-learning method which has been implemented in the game of Pac-Man (DeLooze and Vinet 2009). An agent-based Fuzzy system has been applied in the Battle City game into the bargain (Li et al. 2004). In this paper a method without cheating has been introduced for applying Fuzzy logic in a fighting game. In order to avoid cheating and make a natural and human-level AI, first the game engine was implemented independently. Then the game engine would give control of the characters to a human player or an AI in the same way. Moreover, the rules which the Fuzzy AI fires are the Fuzzy rules which can be followed easily by a human and do not have any complicated computational overhead.

Background:
Boxing is an old Atari 2600 video game released by Activision group in 1980. Boxing shows a top-down view of two boxers which can punch their opponent, as shown in Figure 1. The choice between punching hands (right or left) is made automatically and the human player just presses the hit button. Two boxers are always in front of each other and they can only move up, down, forward and backward. So they cannot rotate. The game finishes after two minutes when one boxer knockouts the other one by giving him 100 punches.
Clever Boxing, discussed in this paper, is an extension of the original Boxing game where boxers can rotate and go behind the opponent and the punching hand selection is made manually. So the human player must press the proper button. The boxers can make fast movements in normal directions (forward, backward, left and right) and if they try to punch while moving fast, their punch on the opponent will be more powerful. In addition, the boxer must have enough stamina to punch or to move fast.

GAME ENGINE

The game engine has been designed based on physical rules in order to be able to be implemented on boxer agent bots. Hence the game could be considered as an agent-based simulation software of a real boxer agent’s behavior.

Design

This section covers some important rules of the game. The boxer agent, whose behavior is implemented by a Finite State Machine (FSM), has three different types of commandable states which can directly be given by a human or AI player, which are shown in Table 1. If a boxer is commanded to punch, it will stand still and throw a punch. But the commands of rotation and the commands of direction can be given and run simultaneously. The act of throwing a punch, implemented by a FSM, takes place in 4 states. In fact, in each state the hand of the boxer reaches out slightly in a way that in the 4th state the hand is completely stretched. When a punch hits the opponent, it will be effective, if and only if the hand is in the 3rd or 4th state. Besides, the powers of punches in 3rd and 4th states are different from each other. There are some other states that are not directly commandable and a boxer could be in. An expected state of these non-commandable states is the Overshooting state in which the boxer is punched in its back or stomach. The human player or AI does not have any control over the boxer in Overshooting states. The complete list of non-commandable states with exact definitions, which implicitly explain the rules of the game, is shown in Table 2.

As it was mentioned earlier, a boxer will be unable to punch or to move fast if its stamina is lower than a specific level. Also it will not be able to punch if it receives too many punches in its hand. In other words, every hand can endure up to a specific number of hits; otherwise the hand will lose its ability.

Implementation

The game framework, written in Microsoft Visual C++, provides a control loop driven by an external timer to handle animations and collisions. The framework also gives AI an opportunity to perform its own processing, while human players can asynchronously command their boxers. If AI were reliant on the speed and precision of its punches rather than its playing strategy, it could be seen as cheating because it is impossible for a human player to replicate the computer's effort as fast or as easily as the computer. Therefore the game engine applies two different types of delay to AI in order to make it use more realistic game strategies and act like a human; one is the information delay, which is the delay of receiving data of the environment and the opponent's character from the game engine. The other one is the delay in execution after which a command from the AI is issued. The game engine informs AI of the nature of these delays.

AI

Two different AIs are implemented to control the boxer during the game. One is based on scripted AI and the other

<table>
<thead>
<tr>
<th>Table 1: Commandable States of Boxer Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>State Type</td>
</tr>
<tr>
<td>Direction States</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Punching States</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Rotation States</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Non-Commandable States of Boxer Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>BeingPushed</td>
</tr>
<tr>
<td>BoxerContact</td>
</tr>
<tr>
<td>CircularOvershooting</td>
</tr>
<tr>
<td>DoubleOvershooting</td>
</tr>
<tr>
<td>FastPunching</td>
</tr>
<tr>
<td>Overshooting</td>
</tr>
<tr>
<td>Punching</td>
</tr>
<tr>
<td>RingAcceleration</td>
</tr>
<tr>
<td>RingContact</td>
</tr>
</tbody>
</table>
one is based on Fuzzy logic. In this section, these two implementations are discussed.

Scripted AI

Scripting (Bour and Seeman 2004) is currently the most common means of control in Game AI. Most developers resort to scripts to implement Game AI for complex games where the number of choices at each turn varies from hundreds to even thousands. Some advantages of scripting are being understandable, easy to implement and easily extendable (Tourret 2002).

In this method, some scripts have been written for different situations which might happen during the game. For instance, when a boxer is too close to the opponent in a way that its punches are not effective, it pushes forward the opponent in a fast movement, or when its hand does not have enough stamina for punching, it keeps itself at a safe distance from the opponent, where the opponent’s punches would not be effective and looks forward to the timeout.

Furthermore, some parameters have been defined based on the AI character’s and the opponent’s health, stamina and abilities of their hands. A selection of these parameters has been used in some scripts. A simple example of the parameters’ effects on the scripts is that the scripted AI will play its conservative scripts if the AI boxer's health is less than half of its opponent's health.

Fuzzy Rule-Based AI

Figure 2 provides an overview of the architecture of the game engine and its relation to the Fuzzy rule-based AI. It is based on a classical three-layer hierarchy: perception, control and actuation layer.

The perception layer, which receives the position, health, stamina and hand abilities of two boxers from the game engine, first of all, anticipates the current situation of the boxers based on the information delay, the execution delay and its own boxing ring simulator. After that, calculation of the Fuzzy system inputs like Alpha, Distance and Danger is performed.

Alpha as shown in Figure 3 represents the degree between the perpendicular line to the body of the AI boxer, and the link from the central point of a boxer to the other one. Distance represents the space between the boxers. Since the AI boxer tries to escape from the corners of the ring, the danger of a position should be estimated independently of the opponent's position. Hence Danger represents how dangerous the current position of the AI boxer is.

In the control layer, first of all, by using a script, the AI checks whether its boxer can throw a punch at the opponent or it should change its position. If its punch does not hit the opponent, the AI will call its Fuzzy system to navigate the boxer toward the best position. The main idea of Fuzzy system is dividing the problem into two sub-problems including: 1) Finding the opponent and moving toward it. 2) Adjusting the exact distance and angle for an efficient punching to the opponent and evading the opponent’s punches. Hence, a Fuzzy subsystem copes with each sub-problem and a 3rd Fuzzy subsystem supervises the efficacy of each of those two subsystems.

As a direct solution to the sub-problems mentioned above, the Fuzzy system includes three Fuzzy subsystems: 1) Near Fuzzy System, which specifies the importance of Distance, the AI boxer’s stamina and the distance of the AI boxer's hand to its opponent and the opponent’s hand to the AI boxer. It is most effective when the AI boxer and its opponent are close to each other; 2) Far Fuzzy System, which specifies the importance of Distance, Alpha and Danger. It’s most effective when the AI boxer and its opponent are far from each other; 3) Overall Fuzzy System which specifies the importance of the Near Fuzzy System verdict and the Far Fuzzy System verdict. It should be noted that all three Fuzzy subsystems operate during the whole decision-making loops and all rules are evaluated in parallel.

Figure 2: Displaying Alpha in a screenshot of the game

In all of the Fuzzy systems, Takagi-Sugeno Fuzzy model is employed (Takagi and Sugeno 1985). Fuzzy system input variables are codified by some simple membership functions as shown in Figure 4 and output membership functions are shaped with singletons. It is worthy to mention that the membership functions were selected intuitively at the beginning. Nevertheless, after some preliminary experiments during the game development, they were tuned for a smoother game play.
Near Fuzzy System rules are shown in Table 3, where columns represent the variable OppStamina and rows represent the variable MyStamina.

Table 3: Near Fuzzy System Rules

<table>
<thead>
<tr>
<th>OppStamina</th>
<th>MyStamina</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyHandDist</td>
<td>0.3*Attack5 AND OppHandDist</td>
<td>0.3*Flee5 AND MyDistance</td>
<td>0.3*Distance AND MyStamina</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyHandDist</td>
<td>1 AND OppHandDist</td>
<td>0.5*Attack5 AND MyDistance</td>
<td>0.5*Distance AND MyStamina</td>
</tr>
</tbody>
</table>

As an example in the case where both OppStamina and MyStamina are low the following rule will be triggered.

IF (MyStamina = Low AND OppStamina = Low) THEN
(W_MyHandDist = 0.3*Attack5 AND W_OppHandDist = 0.3*Flee5 AND W_Distance = -0.3*Flee/Attack AND W_MyStamina = 1)

Far Fuzzy System rules are shown in Table 4, where columns represent the variable Distance and rows represent the variable Alpha.

Table 4: Far Fuzzy System Rules

<table>
<thead>
<tr>
<th>Distance</th>
<th>Alpha</th>
<th>Short</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>W_Distance = 0.1 AND W_Alpha = 0 AND W_Danger = 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>W_Distance = 0 AND W_Alpha = 1 AND W_Danger = 0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>W_Distance = 0 AND W_Alpha = 1 AND W_Danger = 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, Overall Fuzzy System rules are as follows:

- IF (Distance = Short) THEN (W_NearFuzzySystem = 1 AND W_FarFuzzySystem = 0)
- IF (Distance = Long) THEN (W_NearFuzzySystem = 0 AND W_FarFuzzySystem = 1)
- IF (Danger = High) THEN (W_NearFuzzySystem = 0 AND W_FarFuzzySystem = 0.8)
- IF (Alpha = Large) THEN (W_NearFuzzySystem = 0 AND W_FarFuzzySystem = 0.7)

W parameter denotes the weight and importance of the parameter, where the parameter can be one of the variables MyHandDist, OppHandDist, Distance, MyStamina, Alpha and Danger; A negative value of W_Distance states to increase the distance and a positive value states to decrease it. In addition, W_FarFuzzySystem and W_NearFuzzySystem are the degrees of truth of the statements, inferred from the outputs of Far Fuzzy System and Near Fuzzy System respectively. This is how the Overall Fuzzy System affects the whole decision making process. Flee and Attack, which can be configured by user between 1 and 10, specify the preference of the boxer for escaping or attacking. These two parameters can be set to 5 for a typical boxer with normal behavior. Some important notations are summarized in Table 5.

Table 5: Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Short Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha</td>
<td>Degree between two boxers</td>
</tr>
<tr>
<td>Attack</td>
<td>Tendency of AI boxer to attack</td>
</tr>
<tr>
<td>Danger</td>
<td>Danger of being near of the ring border</td>
</tr>
<tr>
<td>Distance</td>
<td>Distance between two boxers</td>
</tr>
<tr>
<td>Flee</td>
<td>Tendency of AI boxer to escape</td>
</tr>
<tr>
<td>MyHandDist</td>
<td>Distance of AI boxer's hand to its opponent</td>
</tr>
<tr>
<td>MyStamina</td>
<td>AI boxer's strength to continue fighting</td>
</tr>
<tr>
<td>OppHandDist</td>
<td>Distance of opponent's hand to AI boxer</td>
</tr>
<tr>
<td>OppStamina</td>
<td>Opponent's strength to continue fighting</td>
</tr>
</tbody>
</table>

Finally, in the actuation layer, if the previous layer demands a punch, it will throw a punch based on the abilities of its
hands. Otherwise it should test all possible actions on its own ring simulator during two clocks. Then a fitness factor is calculated for each action based on the weighted parameters, which have been produced by the Fuzzy system. In fact, the differences in the values of the parameters (such as \( \Delta \text{Alpha} \)) during simulation are multiplied by their corresponding \( W \) parameter (like \( W, \text{Alpha} \)) and divided by a multiplying factor \( c \). The sum of these resultant values determines the fitness of each action. Additionally, in the actuation layer, there are some tricks to avoid getting stuck somewhere in the ring, or persisting in just punching in a row. For instance, if the boxer retains its position near the ring edges for a while, the AI ignores the current situation of the game and moves on to increase its distance from the sides of the ring.

**RESULTS**

The proposed AI system has been applied to the introduced game engine. The performances of five Fuzzy systems with different configurations were assessed against a scripted AI and 10 simulations have been performed over each one. Since there is no standard method for gauging the “believability” of game bots (Gorman et al. 2006), only the match results (wins and losses) are illustrated in Table 6.

<table>
<thead>
<tr>
<th>Fuzzy AI Type</th>
<th>Win (Knockout)</th>
<th>Win (Timeout)</th>
<th>Lost (Knockout)</th>
<th>Lost (Timeout)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced ((Flee=\text{attack}=5))</td>
<td>60%</td>
<td>10%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>Defensive ((Flee=10, \text{attack}=1))</td>
<td>0%</td>
<td>10%</td>
<td>60%</td>
<td>30%</td>
</tr>
<tr>
<td>Offensive ((Flee=1, \text{attack}=10))</td>
<td>80%</td>
<td>0%</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td>Fairly Defensive ((Flee=7, \text{attack}=3))</td>
<td>60%</td>
<td>10%</td>
<td>20%</td>
<td>10%</td>
</tr>
<tr>
<td>Fairly Offensive ((Flee=3, \text{attack}=7))</td>
<td>70%</td>
<td>20%</td>
<td>10%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Based on the empirical perception about the AI agents, the most significant difference between the playing methods of the Fuzzy AI and the scripted AI is the diverse behavior of the Fuzzy AI. This matter becomes more obvious when two scripted AIs play against each other. In this case, it is seen that many repetitive situations happen in each run of the game. But when one player utilizes the Fuzzy AI, the game gets more unpredictable; In fact, the Fuzzy agent insists less on a specific action and has better adaptation to the game.

**CONCLUSIONS**

By using a Fuzzy system, rules and membership functions designed by a human expert, we can avoid cheating and just follow the natural laws of the game. This could be very useful for extending and making better games, i.e. when a human finds a new rule which can be useful in a game, we will be able to easily insert the new rule into the game as a Fuzzy rule.

The main benefit of the Fuzzy logic approach to game development is human-like behaviors, which guarantee believable and natural behavior (not necessarily perfect) and increase the satisfaction of human players. Another advantage of using Fuzzy logic is that, unlike scripted AI, a developer does not need to consider all possible situations in a game. Furthermore, the idea of various Fuzzy subsystems divides the state space of the problem, which makes the scaling to more demanding settings easy and could be efficiently exploited in other genres of games. As an example, in RTS games as the most AI challenging type of games, two simultaneous main concerns are consuming the resources for building different structures and training the army forces for attacking the opponent. To fulfill this purpose, two Fuzzy systems can be used for handling these two problems. In addition, a third Fuzzy system could be used for determining the priority of each of those Fuzzy systems, according to the current situation of the game.

Future enhancements are required to overcome the deliberate delay, which is applied to the AI; a simple solution would be using the probabilistic Bayesian methods in order to predict the current situation of the opponent. Another possible outcome of the *Clever Boxer* is a boxing trainer, just like a human boxing coach; The AI system watches a boxing game and then suggests how the player could improve its performance based on its own Fuzzy human-like rules.
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ABSTRACT
Deformation of the low-polygon models used in video games is challenging since it is hard to maintain realism. We show how real-time mesh refinement can be used for modeling the deformation and consumption of low-polygon models under combustion while generating procedural fire. Our focus is on trading realism for computation speed so that processing power is still available for other computational tasks. Our method also allows for quick and easy LOD (level-of-detail) rendering of burning objects. We have implemented and tested our method on a relatively modest GPU (Graphics Processing Unit) using NVIDIA’s CUDA (Compute Unified Device Architecture). Our experiments suggest that our method gives a believable rendering of the effects of fire while using only a small fraction of CPU and GPU resources.

INTRODUCTION
Model deformation is an essential part of maintaining the realism of physical objects in video games. While high quality graphics is an inescapable necessity for the modern video game, developers must choose detailed structure of game models carefully due to the limitations of hardware resources and processing power needed in real-time rendering. One of the key features of such detailed structure is a number of polygons per model. Low-polygon models are typically used as much as possible, with their deficits hidden by a choice of pragmatic textures. As a tradeoff between quality and performance, many game developers use extremely low-polygon models for most of the flat surfaces in the game environment such as doors, windows, and walls. Since deformation of such low-polygon models while maintaining realism is quite thorny, developers commonly resort to model swapping techniques.

We consider real-time emulation of the deformation and consumption of low-polygon models due to combustion. Fire simulations may be used effectively to increase the reality of visual effects in computer animations. Real-time triangle subdivision is a useful technique, but complete subdivision of each and every model is not practical in real-time. We extend the method discussed in our prior work (Amarasinghe and Parbery 201 b) to introduce a real-time refinement method that can be used in deformation and real-time rendering of burning low-polygon models while maintaining performance and realism. Our aim is to increase believability by a large amount while increasing computation load only minimally.

We are able to triangulate burning low-polygon objects on-the-fly in response to real-time procedural fire in order to provide more detail where it is needed. Figure 1 shows where a simple 12-triangle door is triangulated near the source of combustion, and Figure 2 shows a 12-triangle box at various stages of burning. The interested reader can visit our fire webpage (Amarasinghe and Parbery 2011a) for larger color images and a video demonstration of a burning low-polygon door as shown in Figure 1.

The remainder of this paper is divided into four main sections. The first section sets the context for this paper by describing prior work. The second section describes our triangle subdivision algorithm. The third section shows that our method is particularly suited to producing models at different levels of detail for faster rendering. The fourth section describes the results of some preliminary experiments with a CUDA implementation of our algorithm.

Figure 1: Procedural triangulation of a burning door.
PRIOR WORK

In (Amarasinghe and Parberry 2011b) we describe a technique for emulating the consumption and deformation of high-polygon models due to fire. The obvious way to extend this technique to low-polygon models is to use real-time mesh refinement, subdividing triangles only when necessary.

There is a great amount of prior work on subdivision surface schemes for fast mesh refinement in real-time applications. The idea of using mesh refinement was used in (Wicke et al. 2010) to capture detailed physical behavior in simulating fractures by subdividing mesh elements. The kind of parameterizations that are optimal for remeshing are discussed in (Floater and Hormann 2005, Hormann et al. 2001). A method for adaptive mesh refinement for an expanding heat boundary is discussed in (Peyré and Cohen 2006). The papers (Guo et al. 2006), and (He et al. 2010) discuss parametric subdivision of mesh surfaces, while (Borouchaki et al. 2005) performs real time deformation by applying remeshing to selective material. Useful information about surface subdivision can be found from Kovacs and Mitchell’s crease approximation method (Kovacs et al. 2009). The survey paper (Alliez et al. 2008) on remeshing of surfaces is also quite useful.

Relatively little work has been published about hardware assisted implementation of subdivision schemes. Some useful mesh refinement techniques using modern GPUs can be found in (Borouchaki et al. 2005, Boubekeur and Schlick 2005). The so-called GAMER technique from (Schive et al. 2010) uses the GPU for adaptive mesh refinement in astrophysics. Some useful techniques for subdivision using modern GPUs can be found in (Fan and Cheng 2009) and (Settigast et al. 2004).

SUBDIVISION

Graphics Processing Units (GPUs) are no longer limited to just scene rendering. Technology such as NVIDIA’s CUDA (Compute Unified Device Architecture) provides a platform for implementing general purpose computation on GPUs. However, as mentioned in (Boubekeur and Schlick 2005), there are limitations to data translation from CPU to GPU, since current graphics hardware is unable to generate more polygons than those sent through the graphics bus by the application running on the CPU. Consequently, we have adapted their Generic Adaptive Mesh Refinement (GAMER) technique to procedurally create additional inner vertices on-the-fly.

The remainder of this section is divided into three subsections. The first subsection discusses refinement patterns and properties. The second subsection discusses the use of barycentric points in relation to the heat boundary. The third subsection brings these concepts together in our deformation algorithm.

Refinement Patterns and Properties

Although our approach is valid for other polygonal shapes, we only consider the case of triangular meshes, since that is what is primarily used in video games. We pre-compute all of the useful refinement configurations of a single triangle using a technique called uniform decomposition, in which the subdivision takes place in all of the cells recursively. We use an isotropic template that divides each triangle into half for five recursive levels in depth as illustrated in Figure 3. This resulting Adaptive Refinement Pattern (ARP for short) is stored once on the GPU as a vertex buffer object.

Recall that our objective is not to subdivide each and every triangle in the object. Our aim is to subdivide only when necessary, and prior to deformation. We declare some attributes
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>Integer</td>
<td>Track siblings/parent depth of the division</td>
</tr>
<tr>
<td>SetLevel</td>
<td>Integer</td>
<td>Parent id</td>
</tr>
<tr>
<td>Siblings</td>
<td>Integer</td>
<td>Number of siblings</td>
</tr>
<tr>
<td>Parent</td>
<td>Integer</td>
<td>Status of the triangle</td>
</tr>
<tr>
<td>Status</td>
<td>Integer</td>
<td>Status of the triangle</td>
</tr>
</tbody>
</table>

Table 1: ARP attributes.

for each of the subdivided triangles in Table 1. One of the important attributes in this set is the status of the triangle. The values -1, 0, 1, 2 represent the triangle’s status as inactive, initial, active, and processed respectively. The renderer will draw only the final ARP of active and processed triangles generated by each coarse triangle.

After loading the ARP and its attributes to the vertex buffer, we need to map ARP coordinates to the corresponding coarse polygon using a displacement map similar to Figure 3. Unlike (Boukekeur and Schlick 2005), we record the final coordinate set into the GPU since we have yet to deform our vertices prior to rendering. At this point we apply ARP to the coarse polygon only if it is eligible to proceed to the next level of subdivision. This eligibility depends upon the location of the heat boundary relative to the triangle.

**Barycentric Points & The Heat Boundary**

The temperature of a burning object in the real world changes over both time and space. Temperature increase due to combustion influences the mechanical behavior of the object, and the thermal conductivity of the object influences the thermal response.

To speed up computation, we approximate the expansion of the heat boundary by calculating it around a single fixed point, following our heat boundary model described in (Amarasinghe and Parberry 2011b). The approximated heat boundary expansion is given by:

$$R^2 = \left[ \sin(\theta \Delta t) + \sin(\theta) + \psi((x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2) \right]$$

where $R = r + \Delta r$, the radius $r$ incremented by $\Delta r$ in each $\Delta t$ time period. The angle $\theta$ is a random value that makes the expanding heat boundary irregular in shape. The location of the heat source is $(x_0, y_0, z_0)$. However, the value of heat index constant $\psi$ from (Amarasinghe and Parberry 2011b), which is supposed to be a constant that depends only on the size of the coarse triangles of the model, is no longer fixed. Therefore, we let the designer set $\psi$ depending on how many levels of subdivision are planned.

It remains to decide which coarse triangles are eligible for subdivision. This has to be a function of the expanding heat boundary. Furthermore, the subdivision has to take place prior to the deformation process. Our solution is to send a virtual heat wave through the model prior to the actual heat boundary expansion. This creates an area in addition to the three initial heat boundary areas described in Figure 3 of (Amarasinghe and Parberry 2011b). Since the introduced boundary expansion takes place prior to the three original expanding boundaries (see Figure 4), we can proceed with the subdivision of qualified triangles before the deformation process begins.

Since we are using a single source heat boundary, temperature at all points will depend on the distance from the heat source $\mathbf{A} = (x_0, y_0, z_0)$. If this point is in the middle of one of the coarse triangles, the triangle will not be eligible for subdivision until the virtual heat boundary hits one of its vertices. To avoid such issues we represent each triangle using barycentric coordinates as follows. Suppose point $P = (x, y, z)$ is given by:

$$x = \lambda_1 x_1 + \lambda_2 x_2 + \lambda_3 x_3$$
$$y = \lambda_1 y_1 + \lambda_2 y_2 + \lambda_3 y_3$$
$$z = \lambda_1 z_1 + \lambda_2 z_2 + \lambda_3 z_3$$

where $\lambda_1, \lambda_2$ and $\lambda_3$ are area parameters such that $\lambda_1 + \lambda_2 + \lambda_3 = 1$.

We need to calculate the barycentric coordinates for non-eligible triangles only, where eligible triangles are those that are close to the heat boundary. The following algorithm returns `true` if coarse triangle $T$ is eligible.

```java
for each coarse triangle T
  if T is not eligible then get barycentric point set P

for each barycentric point set P
  if P is inside the heat boundary return true
```

**Deformation**

After applying ARP to the eligible triangle, we next apply deformation techniques. Although our ARP arbitrarily contains triangles of five levels in depth (see Figure 3), this number can be changed in the obvious fashion by the designer. Deformation applies only to the final level (in our case, fifth level) status active triangles. At this point, rendering all levels of triangles in the ARP will be costly and wasteful. Instead, we choose which triangles to render using the ARP attributes listed in Table 1.

The process can be described informally as follows. Initially, the coarse triangles of the model are considered active (status value 1) triangles, and all ARP triangles are initialized as initial (status value 0) triangles. Each subdivided triangle consists of three siblings and a parent. As our algorithm proceeds, if one of the child triangles turns active, then the parent will turn processed (status value 2) until all of its children also become status active. Once its children have all turned active, the parent triangle will change its status from...
If triangle has SetLevel 5 and Status 0
   Then Status := 1
   Status of all siblings := 1
   Status of parent := 2
If SetLevel < 5 and Status > 0
   Then sibling’s Status := 1
   parent Status := 2
If all children have Status 1 and parent has Status 2
   Then Status := -1

Figure 5: Algorithm for computing Status.

Figure 4: Heat boundary areas and barycentric point sets.

processed to inactive (from status value 2 to -1). See Figure 5 for the details.

In our high-polygon deformation algorithm (Amarasinghe and Parberry 2011b) the displacement of each vertex depends on the surrounding vertices. Therefore, to apply proper calculation of deformation, we must let the subdivision proceed a few steps further before applying deformation to the mesh. By doing so, we are able to calculate the proper strength factors within the deforming triangles properly. Figure 6 illustrates the refinement hierarchy and deformation applied to a low-polygon model of a box.

LEVEL OF DETAIL

In a game environment, objects located far from the viewer need not be rendered in as much fine detail as those close up. A significant speed-up can be obtained by having models stored at various levels of detail (abbreviated LOD) ranging from, for example, hundreds of triangles for objects in the far distance to tens of thousands for close-up objects. These variants of the model are usually created by the artist, although procedural methods do exist.

Our algorithm allows us to implement LOD for burning objects by controlling the level of adaptive refinement of the coarse mesh triangles. We calculate the distance between object and the player in the CPU and pass it to the GPU as a parameter. Level adjustment is decided and passed to the appropriate ARP before rendering.

For a solid object the level of refinement is directly proportional to the distance. However, surface removal and deformation of a burning object makes it slightly more challenging to maintain a smooth transition between level swaps. Define
Table 2: Frame rate of fully subdivided model versus our approach.

<table>
<thead>
<tr>
<th>Polygon Count</th>
<th>Fully Subdivided</th>
<th>Our Method</th>
<th>Speed-up Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>10k</td>
<td>84fps</td>
<td>165fps</td>
<td>1.96</td>
</tr>
<tr>
<td>15k</td>
<td>76fps</td>
<td>159fps</td>
<td>2.09</td>
</tr>
<tr>
<td>20k</td>
<td>63fps</td>
<td>153fps</td>
<td>2.43</td>
</tr>
<tr>
<td>50k</td>
<td>48fps</td>
<td>60fps</td>
<td>1.25</td>
</tr>
</tbody>
</table>

the burn level of a model as the number of triangles of the model that have been consumed by fire as in (Amarasinghe and Parberry 2011b). We then use the following algorithm to determine whether to render triangle T: Show T if and only if the number of children of T with higher burn level than T is ≥ 2, and SetLevel ≥ 5. Figure 7 shows our burning box at different LODs.

EXPERIMENTS

The images of burning objects shown here and in (Amarasinghe and Parberry 2011a) are screenshots from a CUDA implementation of our algorithm applied to a model with 12 triangles. The flames are generated using 2000 fire particles and 500 smoke particles. The advantage of such a system is clear when comparing the resources required to deform a completely subdivided model versus deforming a low-polygon model using our method. Table 2 shows the frame rates of the animation when our algorithm is implemented in CUDA on relatively modest hardware: An Intel®CoreTM2 Duo CPU P8400 @ 2.26GHz processor with an NVidia GeForce 9800 GTS graphics card. This performance will of course be much better on the current generation of graphics hardware, but that is not our aim. Our aim is to provide detail sufficient to trigger the suspension of disbelief at a relatively low cost in computation load.

The outcome of these experiments shows that our method results in doubling the frame rate. Therefore, this approach improves a better alternative than subdividing the complete model when it comes to deforming low-polygon models.

CONCLUSION AND FURTHER WORK

We have proposed a method for the real-time deformation and consumption of a low-polygon model during combustion by procedurally generated fire. By doing so, we have extended our work in (Amarasinghe and Parberry 2011b) to low-polygon models. We have performed simulation of real-time deformation and consumption of any model regardless of the size of the triangles. We have focused on the performance with a reasonable amount of realism sufficient to trigger the suspension of disbelief in the game player. Our simulations have performed well on a model with low-polygon count and large triangles. We intend to investigate the extension of our method to solid models, and to investigate a better approximation to heat boundary expansion.
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Figure 7: Levels of detail for a burning object provided by our method.
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ABSTRACT

We introduce an efficient method for emulating sea foam dissipation suitable for use in real-time interactive environments such as video games. By using a precomputed dither array with controlled spectral characteristics adopted from halftone research as a control mechanism in the pixel shader, we can animate the appearance of foam bubbles popping in a random manner while allowing them to clump naturally.

INTRODUCTION

Real-time animation and rendering of ocean waves is often seen in video games, and adding foam to the waves lends an added level of realism. We describe a fast and effective method for rendering ocean wave foam by augmenting traditional texture based foam saturation methods with techniques from halftoning.

Takahashi et al. (2003) and Théray et al. (2007) represent foam as a particle system. Although this is visually pleasing, it is computationally intensive. In large scale environments such as the ocean it is more practical to use texturing based methods. Many methods of rendering foam rely on applying a texture of foam to the water surface. These methods apply a texture using a foam saturation, or density value to represent transparency of the texture which is applied to a mesh representing the water’s surface (see, for example, Jensen and Gollaas (2001), Jeschke et al. (2003), and Kryachko (2005)). Li et al. (2008) similarly apply a foam color according to its density.

Real ocean foam consists of bubbles clumped together by surface tension on the surface of the water. Foam does not simply fade or become transparent as the bubbles dissipate. Traditional methods of foam generation ignore the active nature of foam density where bubbles pop over time. Since surface bubbles are either present or not in an area of water, this binary nature lends itself to the use of halftoning, a process used to reproduce images using patterns of black dots. Our use of halftoning with a saturation function that changes over time causes bubbles to appear to pop.

The remainder of this note is divided into five sections. First we give a high-level overview of our approach. Then we review in more depth our choice of foam saturation function, our use of a halftoning mask generated using methods from the halftoning literature, and how we apply that mask in a pixel shader. Finally we conclude with a discussion of our results.

OVERVIEW OF OUR APPROACH

To generate foam on the surface of the water using a foam saturation function, we must create the water surface as a mesh. Each location on the water’s surface has a calculable saturation value using this function. The function must vary over time for the foam to animate and become more and less dense as waves pass and change. In figure 1 we see that by applying halftoning methods to a saturation function, we take an otherwise smooth area of the function and create the randomness expected when foam generates and dissipates.

Figure 1: By replacing the application of a foam texture with a white tone we see that applying our method creates randomness on the right in the otherwise smooth saturation results pictured on the left.

Halftone masks, or dither arrays, are arrays of values that have a one-to-one correspondence with pixels in an image, or in our application, a texture. Each value of the halftone mask is used as a threshold against the corresponding texture
pixel to produce a binary output image that indicates, at each pixel position, whether the texture falls above or below the threshold. This process is commonly referred to as thresholding. Halftone masks are characterized by the binary pattern that results when thresholded against a constant image, or texture. Choosing threshold value values at each mask position is non-trivial. Ulrichnach (1987) provides a classic study of mask design and describes widely used metrics, based on the Fourier Transform, to characterize masks by their radially averaged power spectrum (RAPS), a measure of energy at different frequency bands, and anisotropy, a measure of radial symmetry. While halftoning can be accomplished with a variety of computational methods, we restrict ourselves to the use of masks because, as point operations, they are computationally efficient and naturally suited to pixel shader operations.

We depart from the traditional use of halftoning in printing and image display, which seeks to reduce visually objectionable noise in image reproduction, and instead we use a halftone mask to add noise. We draw on recent work in halftone mask design by observing that it is possible to design masks to produce lumping binary patterns which are reminiscent of the clumping of sea foam. We also observe that the binary nature of the threshold output is well-suited to simulate foam bubble popping when the mask is fixed per frame but the underlying image is not. In this work, we present a novel way to use halftone masks in conjunction with a saturation function and a texture to simulate foam and the popping behavior of foam. Further, we observe that the difference between the threshold value and an image or a texture provides a magnitude at each pixel position that we use as a transparency value for additional realism.

We use halftone masks that have been generated using a symmetric Gaussian function to filter white noise as described in Alford and Sheppard (2001). Gaussian filtering applies a two-dimensional Gaussian function to an image. $\sigma$ is a value in the Gaussian function that denotes the width of the curve in the function; as $\sigma$ increases, the width of the curve increases.

We simulate the effect of foam bubbles popping by finding the saturation of foam on the water’s surface and applying a precomputed halftone mask to it. We use a modified version of the vertex shader outlined in a paper by Van Dusken III et al. (2010) to create parametric waves upon which to apply our foam. The next two sections will describe the saturation function and the halftone mask in more detail.

THE SATURATION FUNCTION

Kryachko (2005) uses the following foam saturation function which is dependent on ocean height. $H_0$ is base height, $H$ is height, and $H_{max}$ is height where foam is maximum.

$$f(x) = \frac{H - H_0}{H_{max} - H_0}$$

Although Kryachko’s function achieves somewhat attractive results (see Figure 2 for example), the function results in a symmetric foam distribution, whereas we wish to model foam that is created by turbulence at the front of the wave and fades away behind it. Knowing the target foam density along the wave shape, we chose to apply $e^{\ln(\phi)}$ to the same vector and frequency used to determine wave shape.

![Figure 2: Foam with Kryachko’s saturation function.](image)

We use the following formulae from Van Dusken III et al. (2010) for the height $y$ of the wave:

$$y = A((\sin(\theta(x, z)) + 1)/2)K$$

$$\theta(t) = (t - \hat{k})2\pi/\lambda_{wav} + \phi t$$

$$\phi = 2\pi/\lambda,$$

and so we use $\theta(t)$ to also generate the periodic function.

$$f(t) = e^{-\ln(\phi)(t - \hat{k})2\pi/\lambda_{wav} + \phi t)},$$

where $t = (x, z)$ is position, $\hat{k}$ is the wave direction, $s$ is the speed of the wave, $t$ is time, $K$ is wave slope, $A$ is wave amplitude, $\lambda_{wav}$ is wavelength adjusted for ocean depth, and $\lambda$ is original wavelength.

Since we are overlaying this function on the sine function that determines wave shape, we need to modify the formula slightly to align the foam with the waves. In Figure 3 we see that $e^{\ln(\phi)}a$ is twice as frequent as $\sin(x)$, so we divide $\theta(x, z)$ by 2. Also to align the highest part of our function with the front part of the sine wave we add $\pi/2$. Our final formula is as follows, and gives a attractive saturation of
foam starting at the wave front and fading behind it.

\[ f(t) = \left( e^{-\tan(\alpha \lambda_d t + \omega t + \phi T_d)} \right) / C. \]

where \( C \) is a user-defined constant that governs the intensity of the foam. (We use \( C = 4 \) for convenience, but this value may be tuned by the designer.)

Saturation is computed as follows. Adj wavelength, \( \text{phaseC} \), and \( \text{phaseC} \) are calculated in the vertex shader and the values are interpolated for use in the pixel shader.

```
float getMySaturation(float2 waveDirection, float2 xPosition, float AdjWavelength, float phaseC) {
    float result = 0.0;
    result = result + AdjWavelength / phaseC;
    result = result * pow(2.5, 0.001)
    return result;
}
```

To pass values from the vertex shader we simply define an extra variable in the vertex output with a TEXCOORD semantic. Then the vertex shader sets the required values as follows:

```
struct VertexOutput {
    ... 
    float4 impVars : TEXCOORD4;
};
```

```
VertexOutput VS(...)
{
    VertexOutput OUT = (VertexOutput)0;
    OUT.impVars[0] = adjWavelength;
    OUT.impVars[1] = phaseC;
    OUT.impVars[2] = phaseC;
    OUT.impVars[3] = phaseC;
}
```

```
float4 PS(VertexOutput IN) : COLOR
{
    float saturated = getMySaturation(IN.waveDirection, IN.xPosition, IN.phaseC);
    ...  
}
```

**THE HALFTONE MASK**

We use a halftone mask to threshold the saturation function to create dissipation through bubble popping. As saturation decreases over time at a specific location, the value will approach and pass the threshold used in our mask. While the saturation value is above the threshold, the foam will be present, but as time passes and the value decreases, eventually the foam will pop and disappear. Since bubbles in foam clump, we must choose a halftone mask that produces clumps in the resulting dot patterns. Clumpiness, or clustering, can be seen in how close together some of the foam is while in other areas there are gaps.

Alford and Sheppard (2010) show a variety of halftone masks created using radially symmetric Gaussian filters. We used their masks created using filters having \( \sigma \) ranging from 1.5 to 24 to produce the images in Figure 4 column 1. In Figure 4 we can see that the higher the \( \sigma \), the closer together some of the dots are. By analyzing the RAPS we see that as \( \sigma \) increases, first oscillation is dampened in the high frequencies, then the values of the high frequency region is greatly reduced (Alford and Sheppard 2010). The results of this can be seen in the increased clumping and clumping behavior of the dot patterns. We found \( \sigma = 24 \) gives adequate visual clusters of foam.

Figure 4: Halftone masks created by Gaussian filters having \( \sigma \) ranging from 1.5 to 24, with corresponding RAPS (images courtesy Alford and Sheppard (2010)).
APPLYING THE MASK

To create the halftoned saturation function $h(u, v)$ where $u$, $v$ are texture coordinates and $h(u, v)$ is a $\mathbb{R}^{10}$ float4 RGBA color value at that position, we first create a texture to contain the mask information so that the data can be imported into the pixel shader. Given a $512 \times 512$ halftone mask, a $512 \times 512$ pixel texture is generated. This texture, when tiled across the surface of the water, has a corresponding $u$, $v$ texture coordinate for each $t = (x, z)$ position on the water. The mask value $m(u, v)$ can then be used to threshold the saturation function $f(x, z)$ as follows:

$$
h(u, v) = \begin{cases} 
(0, 0, 0, 1) & \text{if } f(x, z) \leq m(u, v) \\
(1, 1, 1, 1) & \text{if } f(x, z) > m(u, v)
\end{cases}
$$

(1)

Figure 5: Applying Equation 1 to the saturation function at left gives the image at right.

We can then create a fading halftoned saturation function, $g(u, v)$, so that the dots fade before they pop. We do this by taking the difference between saturation and mask value.

Figure 1 shows the results of applying halftoning with fading to the saturation function. For all $g(u, v)$, $\alpha = 1$.

$$
g(u, v).rgb = \text{clamp}(f(x, z)/2 - m(u, v), 0, 1) + h(u, v).rgb
$$

(2)

Finally we apply $j(u, v)$, the foam texture to generate the final halftoned, textured, and faded image $j(u, v)$. For all $j(u, v)$, $\alpha = 1$.

$$
j(u, v).rgb = \begin{cases} 
(0, 0, 0) & \text{if } f(x, z) \leq m(u, v) \\
g(u, v).rgb & \text{if } f(x, z) > m(u, v)
\end{cases}
$$

(3)

Given a sampler for the halftone mask texture, MaskSampler; a sampler for the foam texture, SAMP.FoamTexture; and a sampler for the water surface texture, SAMP.WaterTexture; the following code finds the resulting color for the water’s surface. The higher TEXscale or MASKscale is, the smaller the tiled texture will appear. A value of 400 for MASKscale gives suitably sized dots when using a $512 \times 512$ pixel mask.

// get water and foam texture color
float4 textureSamp = tex2D(t
SAMP.WaterTexture, 
IN.Texture1 + TEXscale1);
f0at4 foamSamp = tex2D(t
SAMP.FoamTexture, 
IN.Texture1 + TEXscale1);

// get the threshold from the mask
float masknumber = tex2Dlod (t
MaskSampler, (float4(IN.TextureCoa1.x +
MASKscale*0, 0.1));

// threshold the saturation value
if (f(saturated) < masknumber) {
    foamSamp[0] = 0;
    foamSamp[1] = 0;
    foamSamp[2] = 0;
}

// find the value for fading the foam
color difference = clamp(saturated
- masknumber, 0.15f, 3.0f);

// get the final foam value
foamSamp = difference + foamSamp;

// add the value to the water texture
// and clamp to a valid color
float4 result = clamp((textureSamp + foamSamp), 0, 1);
result[3] = 1.0f;

RESULTS

Figure 7(a) shows the traditional method of fading a foam texture according to a saturation function, similar to Kry-
achko (2005). Figure 7(b) shows the saturation halftoned us-
ing Equation 1 and no other functions applied. This method shows a realistic popping effect, but the foam is too harsh and white. Figure 7(c) shows our halftoning method in combination with a foam texture using Equation 3.

Figure 7: The results of using 3 different methods with the same settings (heightmap, wave speed, direction, and amplitude).

Figure 8: Scene used for measuring frame rates.

Figure 9: Close up view of foam bubbles fading and popping over time.

We performed some experiments to obtain a preliminary benchmark for the extra computation load required by our new halftoning technique (Figure 7(c)) to the traditional texturing technique (Figure 7(a)). We ran both algorithms for five minutes using NVidia Composer, using FRAPS to measure average frames-per-second. The scene rendered in all experiments is shown in Figure 8. The results are shown in Table 1. We conclude that the extra load on the video appears to be less than 3% higher than traditional texture-fading techniques, which is negligible.

Still pictures such as shown in Figure 7 and Figure 8 do not adequately capture the full effect of our algorithm. Figure 9 shows how foam bubbles fade and pop over time in the wake of each wave. This can be seen to best advantage in an animation such as the one we have placed online at Yingst et al. (2011).

<table>
<thead>
<tr>
<th>Graphics Card</th>
<th>Textured</th>
<th>Halftoned</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVidia 8800</td>
<td>65.5fps</td>
<td>65.0fps</td>
</tr>
<tr>
<td>NVidia GeForce GT320m</td>
<td>80.4fps</td>
<td>78.2fps</td>
</tr>
<tr>
<td>Intel HD Graphics 3000</td>
<td>85.0fps</td>
<td>84.5fps</td>
</tr>
</tbody>
</table>

Table 1: Comparison of rendering frame rates in frames per second (fps).

CONCLUSION AND FURTHER WORK

Not only does our halftoning technique achieve our goal of simulating foam dissipation in a real-time environment, but it also can be applied with little additional cost to traditional texture based methods that obtain foam saturation at the wa-
ter’s surface. The saturation function used must vary over time for the bubble popping effect to occur using the halftoning method.

Our method currently produces pixelation at close range to the camera. One method for remedying this would be a second pass of a pixel shader to smooth the edges of the generated texture, which we leave as future work.
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ABSTRACT
Image analysis is one of the key elements of the architecture of each robot soccer game. Today used camera systems differ mainly in a number of used cameras, a place of their location or method used in image analysis. One thing that all these systems have in common is sensitivity to light. When lighting conditions are changed, they must often perform a new calibration of the vision system, or it is necessary to use adaptive vision systems that perform the calibration automatically. This article presents a new method of marking robots based on LED diodes and familiarization with the advantages and disadvantages that this new marking bring so that the system was the least dependent on the change of lighting.

INTRODUCTION
In a game of robot soccer, one of the most important aspects of game play is image analysis. Its task is to detect current position of robots and the ball, together with providing as much additional information as possible, for example the robot’s orientation or its role in the game. Image analysis deals with the problem of identification of these key features on the game field, which include the method of distinguishing the opponent’s robots from your own, detecting the ball or the game field itself. This article includes a brief overview of nowadays used camera system types and methods of robot marking, which are used in robot soccer. Furthermore, an own robot marking concept is introduced and the motivation leading to the creation of it is presented. Probably the best-known representative of robot soccer is an international organization called Robocup (http://small-size.informatik.uni-bremen.de (2011)), which organizes robot soccer tournaments in several categories. For example, in the SSL (Small Size League) category, there compete small, square-shaped robots of maximum height of 15 cm, colour segmentation, a method using a reference table with colour codes, is used for their identification. The colour code is simply a colourful piece of paper attached to the top of the robot. It clearly determines its team membership. Based on the order or the organization of colours, it is possible to determine the robot’s orientation or position, or whether it is a goalkeeper, a defender, or a forward. The game field itself is black, which helps the camera system to easily detect the colour-marked robot and the ball, which is orange. Until 2010, the teams in the Robocup SSL category were allowed to set up their own camera system (Zickler et al. (2009)). That brought many problems like time-consuming camera adjusting and their calibration, while the single camera systems did not vary at all. The executive comission therefore made a decision about the use of common camera system called SSL-Vision (http://code.google.com/p/ssl-vision (2011)). The image is scanned by one common camera system, then processed by image server and the data acquired are distributed to both competing teams. The next big name in the field of robot soccer is FIRA (The Federation of International Robot-soccer Associations, (http://www.fira.net (2011))). FIRA, as well as Robocup, organizes soccer tournaments divided into several categories, from which NaroBot resembles the SSL category very much. Each competing team has its own camera system above the game field. However the camera system’s position is limited to the central or the team’s own part of the game field. Still, this method brings the same problems as in Robocup.

CAMERAS
Important aspects, when it comes to image analysis, are the number and the location of cameras themselves, which scan the game field. The output of each camera is an image of the game field, which is also an input into yet-mentioned image analysis. There are several options, how to place a camera or a group of them. A typical example (as in Robocup and FIRA competitions) is a single camera placed above the field in the middle of it; the image from it is distributed to both teams. Another option is using one or more cameras that are attached above the team’s own half. One of the less-used ways is for example scanning from the side of the field, when the problems with acquired image perspective have to be solved and the height of scanned objects needs to be taken into account. The methods listed above are used with static camera systems, whose position does
not change during the game. However that is not a condition in dynamic camera systems class when the camera position can change during the game, but the image analysis has to consider camera position and the height of objects scanned, as in the case of dealing with perspective. These types of camera systems are used mainly with centralized control, when we get information about location of all objects currently on the game field. Based on the information, it is decided what each robot is supposed to do. The other type of control, autonomous control (Victor M. Gmez and Matejne (2003)), does not use a central camera system. Instead, a camera is attached to each robot, which makes decisions on its own based on the information provided by camera. Further ahead, we will focus mainly on centralized control, for which our concept is made.

**LIGHT**

What all of the methods mentioned here in common is their sensitivity to light. The aim of image analysis is to detect the robots, the ball, or the game field in every image. These objects are coloured differently from each other. Commonly used methods of image analysis include colour segmentation (Gerd Mayer and Kraetzschmar (2004)), detection of so called blobs (Sridharan and Stone (2005)) or image thresholding (Gregor Kla-
nar and Karba (2001)). As the rules of competitions like Robocup or FIRA say very clearly what light conditions should be on the game field (Anders J. Johansson and Balkenius (2002)), most of the teams tend to use the option of the initial calibration of their camera system rather than creating more sophisticated adaptive system (Wyeth and Brown (2000)). It is necessary to do an initial camera system calibration in order to get as accurate colour detection as possible, too.. That is typically a manual detection of game field borders and the primary robots and ball colour setting. However, this approach includes a clear disadvantage, as any change in lighting on the game field can lead to a lower quality image acquired by camera and subsequently to a more difficult detection of individual objects on the game field. In such a case, a new calibration has to be done or a mentioned adaptive system has to be used. The adaptive system is much less dependent on light conditions and colours quality, but is much more demanding on the concept itself. The motivation to create a new system of robot marking is the effort to make a system as independent on the light conditions as possible, like adaptive systems, but also preserving the simplicity of the system concept, like currently used camera systems.

**LEGO AND LED**

The concept presented by us focuses on centralized robot control, therefore including one central camera system. Instead of standard square-shaped robots, this concept uses LEGO MINDSTORMS NXT robots (Legonxt (2011)). These are, because of their simplicity, used for example in Robocup competition category for children from 7 to 14 years of age (Lund and Pagliarini (2000)). There is a detailed description of our concept, which uses mentioned Lego robots together with colour marking method made of LED diodes, in the following chapters.

**ROBOT CONSTRUCTION AND ROBOT AND FIELD MARKING**

For the construction of the robot football (hockey, floorball) player, we used LEGO MINDSTORMS NXT construction set. The robot look is inspired by a basic tribot model. It is a wheeled robot using two engines (A, Fig. 1), enabling so called differential driving. In order to stay stable, the robot is equipped with a small wheel on the back (B, Fig. 1), which rotates, based on the movement direction. From the third engine, a robot’s hand was made by using gears. It is attached on the right side of the robot and it is possible to attach e.g. a hockey stick to it (E, Fig. 1). A touch sensor detects whether the hockey stick returned back to its place or not (F, Fig. 1). The Table 1 includes the final robot construction parameters.

The MLCad tool (http://mlcad.lhs-software.com) was used to create a virtual model of a robot player. This tool enables model construction using three projections and can display the model in 3D view. For watching the final model, a tool such as LDView (LDView (2011)) can be used then. The way of driving a LEGO NXT robot was realized using Microsoft Robotics Developer Studio (MRDS (2011)). Microsoft includes service
for controlling several types of robots and construction sets, as well as LEGO NXT, in the basic installation of MRDS. The whole architecture of MRDS is based on services. The basic idea is the change of robot control subject to subject of orchestration of individual services representing the control logic or robot’s hardware (sensors, driving units). The communication between the control unit NXT Brick (C, Fig. 1) and a PC is possible only with using Bluetooth in MRDS. The NXT control unit includes a programme providing communication with a PC, on which a control application is hosted. On the PC, the LEGO NXT Brick application provides communication with the robot.

A coordinate system with a start in the middle of the game field was used for calculations. In the calibration part of the testing application it is, considering further calculations used for example for elimination of the shift caused by diodes placed on the top of the robot, necessary to set game field corners.

**ROBOT MARKING**

The robot’s colour marking is used for its identification on the game field. Each robot is labelled with a code consisting of four positions. Each one of them can be coloured differently from the others. A camera then detects robot’s codes and positions. The first colour is a reference colour; every robot on the field has the same. This colour guarantees a correct detection of a scanned robot’s code. This position is also used as a reference to determine the position of a robot. Therefore, the use of this colour is limited to the first position only. The last colour defines team. The second and the third colour define robot’s number in the team. An example: a code is used, using three colours, one of them being the reference one. There are two colours left for team number definition, and two possible locations, which is $2^2 = 4$, which means that a team can have only four members. The player’s number is set binarily; one colour is regarded as logical 1 and the other one as a logical 0. It is also possible to raise the number of positions in the code. That would increase the number of possible combinations. The Table 2 presents the meanings of each code position.

<table>
<thead>
<tr>
<th>Position</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>reference colour</td>
</tr>
<tr>
<td>2.</td>
<td>team player identity</td>
</tr>
<tr>
<td>3.</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>team color</td>
</tr>
</tbody>
</table>

Table 2: Position Meaning

To identify a maximum of four players in a team on the game field, a code using four positions and three colours, for example red, blue and green, is necessary. If red is chosen as a reference colour, blue is a logical 0 and green logical 1 then the code ‘red, blue, green, blue’ stands for the first team’s player number one. Other possible player markings are summarized in Tab. 3.

<table>
<thead>
<tr>
<th>Team</th>
<th>Player</th>
<th>Colour code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0</td>
<td>RBGB</td>
</tr>
<tr>
<td>1.</td>
<td>1</td>
<td>RGBG</td>
</tr>
<tr>
<td>1.</td>
<td>2</td>
<td>RGBG</td>
</tr>
<tr>
<td>1.</td>
<td>3</td>
<td>RGBG</td>
</tr>
<tr>
<td>2.</td>
<td>0</td>
<td>RGBG</td>
</tr>
<tr>
<td>2.</td>
<td>1</td>
<td>RGBG</td>
</tr>
<tr>
<td>2.</td>
<td>2</td>
<td>RGBG</td>
</tr>
<tr>
<td>2.</td>
<td>3</td>
<td>RGBG</td>
</tr>
</tbody>
</table>

Table 3: Possible Marking with Three Colours (RGB)

The system described above is realized using a module containing four multicoloured LED diodes (D, Fig. 1). The module is made by printed circuit, which is attached to the top of a robot. The diodes are attached to the module using a precise bar, in which are the diodes inserted. That allows an easy change of defective LED diodes and a possibility to test different LED diode types. The module is powered by two batteries, which provide the module a voltage of approximately 3V, and is set with potentiometers enabling voltage regulation for each LED diode. The regulation of diode voltage decrease causes the LED diode brightness regulation. To determine which colour on a LED diode to light, the module is equipped with a small DIP switch. Two versions of this module were, gradually, created for testing. The first module was used only for testing appropriate diodes. The second module can be equipped with four trioloured LED diodes. Larger printed circuit and DIP switch were used due to an increased number of LED diodes outputs and potentiometers were changed for classic micro potentiometers (Fig. 2).

By using suitable types of LED diodes, it was discovered that diodes that are the easiest to recognize are
pure or made from milk glass, and have brightness of 1 – 4 candela. The advantage of those LED diodes is that their colours also respond to colour channels of the RGB model and therefore simplifying the following image analysis.

**ROBOT IDENTIFICATION**

The algorithm describing robots position on the game field has to solve several problems, using our method (marking robot with LED diodes and placing the cameras on sides of the field [Fig. 3]):

1. Detecting LED diodes in a camera image.
2. Distance distortion elimination using projective transformation.
3. Elimination of shift caused by positioning LED diodes on the top of a robot.
4. Getting a correct rotation and an ID of a robot.

The next part of this article deals with finding a colour code representing a robot in a camera image. During solving this task various colour models (RGB, HSV) and parameters setting options were tested. As emerged from these tests, the HSV model should be used due to a better colour specification in case of bad light conditions. The algorithm for locating colour blobs representing a robot in the image consists of the following steps:

1. Processed image loading.
2. Setting the search parameters.
3. Dividing on colour levels according to HSV model.
4. Creating a mask for Saturation(S) and Value(V).
5. Selection of potentials blobs based on their colour tone.
6. Mask application on potential blobs.
7. Blob filtration based on parameters.

The parameters for search are defined by a group of allowed colours and bordering the search area. This bordering corresponds with the game field area. These parameters are obtained in the calibration part of the application. The camera image is divided into colour levels. That creates three images in grey shades. These are single-channel representations of individual HSV model components. Points belonging to each level then represent component values in the particular image point. The next step is to create a mask consisting of Saturation (S) and Value (V) layers. The mask represents a group of points having required brightness and intensity values. The method for creating the mask assigns value 1 to a point in case its value is higher than the border; otherwise the point is given value 0. The mask can be displayed as an image, which contains white spots where S and V reach the value required. The rest of the image is black.

Localization of points with appropriate value of colour tone H is carried out in a similar way. The method used assigns value 1 to every point in an interval given, while value 0 is given to points outside the interval. The final blob map for a certain colour is made using a logical sum of a mask and a layer acquired in the previous step. In order to obtain colour blobs it is essential to choose blobs, which might represent LED diodes. The criteria are: size, position and shape. Thanks to this, blobs too large, reflections, points outside the game field and points not having the brightness required, will be removed. Several variations of testing were used. After testing various LED diodes and the camera, experiments with colour code identification analysis took place, using static pictures and later video. These tests were conducted in various light conditions and with varied camera positions. In dark, the method is very successful. In case of a high concentration of brightness in the image, the algorithm may evaluate some other parts of a robot as a LED diode representation. Robot consists of, for example, white shiny components such as the control unit, which could be identified as a LED diode. One of the solutions was to cover these parts with paper.

The disadvantage is that the middle of the diode shines with white light and the colour chosen is visible only on the edges. This problem was the worst at blue colour. Another problem is the relatively small size of the diodes compared to the total camera image size. If the camera captures the game field from a too sharp angle, some parts of the robot can appear as diodes. This effect happens the most to red colour, as red is the commonly used colour for LEGO parts. During searching, the algorithm tries to solve the problems described using diode size and shape check. Besides that, a secondary filtration of points found, when points too far away from the others are eliminated, takes place.

**CAMERA POSITION AND GAME FIELD SCANNING**

As the game field is scanned by the camera sideways and not from above (Fig. 3), the final image is affected by projective transformation (the perspective). The objects farther from the camera then look closer to each other, more than they actually are. That results in inaccurate distance measuring and, therefore, inaccurate setting of the robot’s position. That is why it is essential to remove this effect.

For this reason it is, first of all, necessary to find out, in which particular way the image is deformed by the camera, and then describe this transformation, which will convert the image into the form required. That
is possible by creating a transformation matrix by using the knowledge of the position of four points in the source (deformed) image and their corresponding position in the target (non-deformed) image. In practice, that means creating the matrix, which is able to map the coordinates from the deformed image to the real coordinates of a field sized.

**CAMERA MODEL**

The relation between an object in the real world (3D space) and its image acquired by the camera (2D space) is described by the so called pinhole camera model. In this case the camera is represented by a box, which has a hole in one side. The objects are then projected through this hole on the back side of the box (Fig. 4). In case of the basic model, an ideal camera is used: the size of the hole is modeled as a single point, which all light rays go through.

In the real world, however, the model is more complicated, because it is distorted not only by the camera model, but it is influenced by the imperfections of the lenses as well. This distortion is evident especially on the edges of the image. Despite that, this model gives a good idea of the work of the camera. From the figure 5, it is clear that the image taken by the camera does not provide completely accurate information about the real object. This projection could be described as a projective transformation followed by a 180° rotation of the object. The rotation itself is not important, as the camera output is often turned back of the angle. As for image analysis, it is important to consider the impact of this projection on the image acquired.

**PROJECTIVE TRANSFORMATION**

Projective transformation falls into a group of geometrical image transformations (changing the shape or the size of the object). This transformation keeps the linearity of the structures transformed (lines transform into lines), but what it does not keep is their parallel. This effect is well noticeable in the Fig. 5, from which it is evident, that the ratio of the distances between the axis Z and the points P1 and P2 was not preserved at all. Projective transformation is used especially in cases which, in some way, relate to central projection. An example of a practical task is a transformation, using which the image should be deformed in such a way, that it would seem that it is placed on a generally placed plane in space, which we display by central projection. The second typical use is the opposite of the method described above; it is used for removing the deformation caused by central projection. This deformation removal is exactly what needs to be done in order to identify robots on the field correctly. Since the correct size of the field is known (150 x 150 cm), the deformed image from the camera will be transformed in such a way that the coordinates from the image are mapped on the particular positions on the field. In order to create a transformation matrix, we have the following options: to run an algorithm for finding a player’s identity and then transform the acquired coordinates of the reference point, or, on the contrary, to transform the entire source image into the target image and then run the algorithm for reading the player’s identification code reading.

**HOMOGENEOUS COORDINATES**

Homogenous coordinates are used in the description of projective transformations. This coordinate system is used in projective geometry instead of the classical Cartesian coordinate system. Its main advantage is the ability to describe a point placed in the infinity using finite coordinates. That represents a key advantage for projective geometry, as it enables matrix operations, which could not be performed with points in the infinity otherwise. Homogenous coordinates describe a point in an n-dimensional affine space as a direction in an affiliated (n + 1)-dimensional vector space. As an example,
a two-dimensional affine space could be thought. The homogenous coordinates of the point \((x, y)\) belonging to the space will be: \(wx, wy, w\). As \(w\), any real number can be chosen, but it must be different from zero. In a homogenous coordinate system, a point is represented by an infinite number of vectors belonging to an affiliated vector space. In practice, it is recommended to choose \(w = 1\) as the final triple is \((x, y, 1)\). A conversion from homogenous to affine coordinates can be achieved by the opposite process so that is by dividing individual vector components by the last component.

**Elimination of Projective Transformation**

To eliminate the distortion it is necessary to describe a transformation, which can convert the image into the required (non-distorted) form. It is realized through a matrix, which can be created using the knowledge of four points in the source image and their positions projected into the target image. The relation describing the projective transformations of a point with affine coordinates \((x, y)\) is expressed in the following way:

\[
\begin{bmatrix}
\psi \\
\psi \\
\omega
\end{bmatrix} =
\begin{bmatrix}
P_{11} & P_{12} & P_{13} \\
P_{21} & P_{22} & P_{23} \\
P_{31} & P_{32} & P_{33}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
\]

The relation shows that the homogenous coordinates of the point after the transformation will be \((\psi(x, y), \psi(x, y), \omega(x, y))\). For their conversion to affine coordinates, it stands

\[
x' = \frac{\psi(x, y)}{\omega(x, y)},
\]

\[
y' = \psi(x, y) / \omega(x, y).
\]

The projective transformation itself is described by nine values \(p_{11}...p_{33}\). To acquire them, the knowledge of two sets of points mentioned above is needed. Points in the input image can be named for example \(A_1', A_2', A_3', A_4'\) and points in the output image could be named \(A_1, A_2, A_3, A_4\). In addition, it is essential to establish the marking \(P_1 = (p_{11}, p_{12}, p_{13})^T, P_2 = (p_{21}, p_{22}, p_{23})^T, P_3 = (p_{31}, p_{32}, p_{33})^T, A_i = (x_i, y_i, 1)^T\).

Based on the relation defining projective transformation, we get

\[
\begin{bmatrix}
w'v' \\
w'v' \\
w'v'
\end{bmatrix} =
\begin{bmatrix}
P_1^T \\
P_2^T \\
P_3^T
\end{bmatrix}
X_i
\]

It is possible to derive \(w_i = P_i^T X_i\) from the third equation of the relation. After appointing to the first two equations and an adjustment, we get

\[
\begin{bmatrix}
X_i^T & 0 & -x_i X_i^T \\
0 & X_i^T & -y_i X_i^T
\end{bmatrix}
\begin{bmatrix}
P_1 \\
P_2 \\
P_3
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

As each one of the points contributes to the finding of the transformation matrix with two equations, eight equations with nine unknowns are created. And since the transformation matrix can be multiplied by any number except zero without the change of the result, the value of one of the elements can be set as any value (for example 1). The difficulty of this solution is a situation, when the real value of this element equals zero. In that case the equation system would be insoluble.

**The Effect of Robot’s Height on the Calculation of Its Position**

Since the camera scanning the field can be placed on one side of the field and the position is calculated from positions of LED diodes found in the image, the physical location of these diodes on the robot has to be taken into consideration. In our case the module attending to LED diodes is placed on the top of the robot [Fig. 1].

From the definition of the pinhole camera model, it is evident that the height of a robot has a fundamental impact on LED diodes projection in the image captured. This situation is shown in the Fig. 6. In the image captured by the camera, the position of diodes seems to be out of the game field, even though the robot is located on its edge. If this problem stayed unsolved, the algorithm would not be able to find the accurate position of the robot. The accuracy of finding the position would then depend on the physical location of the camera. If the camera captured the image from above, the coordinates acquired would be relatively accurate, though the accuracy would decrease with bigger distance of the robot from the camera. With camera placed as in the Fig. 6, all of the positions would be set incorrectly.

In case of neglecting the effect described above, it would be assumed that the LED diodes are located on a plane, which is formed of the field. The solution to this problem is to find a plane, which is parallel to the field, but also shifted by the axis Z upwards by the value equal to the height of the robot itself. This plane is shown in the Fig. 7.

**Solution Options**

One of the solutions proposed is to place lighthouses (or other well-recognizable marking) on the edges of the field in height which is equal to the height of the robot.
An advantage of such solution is its relative simplicity, as it is sufficient to get the position of the lighthouses in the image (using the algorithm for finding blobs) and then to continue with the elimination of perspective projection. The disadvantage is, however, the necessity to adjust the field every time, when the robot’s height is changed. The second solution is to mark the corners of the plane in the calibration part of the application. The problem of this method is the difficult determination of accurate positions of these points. Besides, it is a manual process, which requires a correct estimation of the distances in the image and may, therefore, unnecessarily bring a mistake to the transformation. Our solution consists in marking the field corners manually in the calibration application. The plane containing LED diodes is then automatically calculated. The manual corner marking is much easier than estimating, how high should be the diodes located. Moreover, no further game field modification is needed.

IMPLEMENTED PROCESS OF FINDING THE PLANE

The process implemented to our system could be summarized in the following steps:

1. Detection of physical proportions of the field in the real world, including its length, width, position, goal zone etc.

2. Detection of the robot’s height and therefore the value of shift in the axis Z of a virtual plane with LED diodes.

3. Acquiring coordinates of the corners of the game field in the image using mouse click in the calibration part of the application.


5. Calculation of coordinates of points bordering the virtual plane with LED diodes.

The first step is acquiring the coordinates, which represent all the necessary points in the real world. In order to acquire the coordinates of the virtual reality located above the field, it is only necessary to add the robot’s height to the Z coordinate of individual vertices. The coordinate of game field corners is acquired using the calibration part of the application. It is a manual part, in which the user marks the corners in the camera image by mouse clicking. The following matrix calculation is described above. Using this matrix, it is possible to determine where will be the points bounding the plane with LED diodes. 3D coordinates of individual field corners and their 2D representation acquired from the user in the calibration part serve as inputs. The last step is multiplying the matrix with individual points located above the corners of the game field. The result of this multiplying is a representation of points in the image set using homogenous coordinates. The coordinates acquired this way are then used in the algorithm for finding blobs in the image, where they serve as boundaries of the area, in which should be the blobs searched for. Among other things, they are used in the algorithm for eliminating perspective projection.

DETERMINATION OF ROBOT’S CODE, POSITION AND TURNING

After processing the image by individual algorithms, the application gets a group of light points of various colours and their position in relation to the field. The last step which needs to be done is therefore reading the robot code, thereby acquiring their positions on the field together with their turning direction. The target of this algorithm is creating appropriate n-tuples, where n is the number of diodes used to identify the robot. After creating this n-tuple it is possible, thanks to the knowledge of the meaning of individual diodes, to derive its explicit identifier and turning. The group acquired may also include points, which do not represent diodes. These can be for example mistakes of the algorithm for colourful blob finding in case of bad light conditions. For this reason it is necessary to check also the distance between points found and the mutual angle, which makes the lines going through the pair of points and the X axis hold. In case the diodes belong to a single robot, the angles should not be very different. The algorithm starts with a choice of one of the reference points (reference diodes) and then looks for the nearest non-reference point, which meets the distance requirement. After locating such points it continues to look for the next non-reference point until the whole n-tuple is found. It is also checked if the points found lie approximately in a line. In case it is not managed to decode that n-tuple successfully, looking for the next reference point follows.

As the position of the robot itself, the centre of the line segment found is chosen (Fig. 8). The orientation is presented as the angle between a line (going through the first and n-th point found) and the axis X, from which 90° is subtracted.

Two robots on the game field are shown on Fig. 9. The game field is not large enough for more than two
players in each team. However, presented method does not depend on the game field size or robots number but on the quality of image analysis.

CONCLUSION

This article describes a new possible way of marking robots in a robot soccer game. Our presented method uses colored LED diodes for easier identification of robots on the field and also includes a dynamic camera system for image recognition. Because the camera is positioned on the side of the field instead of commonly used central position above the field there is also introduced the method used to remove distortion caused by perspective transformations. By replacing traditional paper-based labeling for light-emitting diodes we can achieve significantly better results in the detection of objects during image analysis. Thanks to this light their identification in the acquired image is relatively easy even though the game takes place in a room with not too good lighting conditions. Their use brings completely new possibilities for image analysis as well as for the actual robot soccer game. For example if we use LED diodes to mark both the robots and the field and also found a way how to create a glowing ball it is not hard to imagine a game taking place in total darkness. For future work we want to use diodes not only for Lego robots but also in Robocup SSL category so we could create whole game based on this marking system using LED diodes.
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ABSTRACT
This work has the goal of presenting the author’s experience through the last fifteen years developing military simulation games for the Brazilian Marine Corps. Starting from the birth of the idea of a didactic training game, we pass through the problems found and the solutions adopted to nowadays, where the system covers all kinds of attributions that a Brazilian Marine officer could receive.

INTRODUCTION
The history of war games are as old as the history of organized conflicts. The first use of a war game as a teaching tool is said to be a game developed by the Prussian Guard artillery lieutenant George Heinrich Rudolf Von Reisewitz and his father, Reisewitz Baron, to teach Prussian Guard officers. (Wilbur 1995)

In Brazil, the first notice of wargaming came from a small volume stored in Escola de Guerra Naval (“Naval War School”) library called “Como jogar o Jogo de Guerra Naval” (“How to play the Naval War Game”) dated from 1915. Since that year, war gaming was a reality to Brazilian Navy officers, first as sand boxes, board games, and then maps and computers after 1985.

The Brazilian Marine Corps, which is a division of the Brazilian Navy had foreseen the necessity of their own didactic war game system in 1997. Then, a partnership program was started with TECGRAF/PUC-Rio to its development.

The next sessions will present the journey through this years of civilian and military joint work, making an overview of the system developed, the obstacles found and the solutions adopted to make this partnership a case of success through all this years.

THE CHALLENGE OF THE FIRST YEARS
It’s common sense that the first step is always the hard one. That was truth in the case of the development of a Didactic Game System that could achieve the goals of the Brazilian Marine Corps. As said above, in 1997, other systems that already use computer simulation were running in the Brazilian Navy, but nothing like the Marine Corps had expected. The system running at the Naval War School was conceived (and still is) to teach sea operations, which means flat surfaces, low detailed maps and lots of simplifications.

Those simplifications could not be applied when taking training of Marine officers in consideration. The modeling should start by the most common operation, which is also the most complex of all military maneuver: Amphibious Operations. This kind of warfare means the use of naval firepower, logistics and strategy to project military power ashore and allow the landing of troops in a non-contiguous enemy-held terrain.

The idea was that the new system should be able to allow the training of Marine officers in Amphibious Operations with low cost, avoiding the necessity of sending troops to real terrain. With that in mind, the system’s specifications became our first problem. The request for development of the Marines’ new system came with a lot of complex, yet relevant, demands like 3D real terrain, high detailed land with different kinds
of soil, vegetation, climatic and astronomic conditions and everything that could affect a ground war theater.

In technical terms, the system demands are mainly a high detailed GIS (Geographic Information System) software with large real 3D terrain models (currently 21 layers of information). Everything should be persistent and consistent with the way Brazilian Marines conduct their operations making the system able to be compared to real training. All that just in 1997!

When the first contact between the Brazilian Marine Corps and Tecgraf/PUC-Rio was made, the idea was evaluate if there were technology available in Brazil to do something as large as such system demanded. Then, a PhD was requested to know the system specification and to write a report either indicating which research institution could perform such task or suggesting the acquisition an existing foreign system.

After 3 months, the first version of what would became the Didactic Games System was born. The Marines became satisfied with what they saw and decide to sign the first partnership contract and proceed with the development.

In this version (Figure 1) we presented some units positioned, using UTM (Universal Transverse Mercator) coordinates, in a real terrain that were able to move, see each other and interact thought mathematical models based on Lanchester equations to determine casualties. This system of differential equations is based on the principle of losses imposed to one force are proportional to the number of elements in the other side.

\[
dx = -aY \\
dy = -bY
\]

Lanchester differential equations Where \( a \) and \( b \) are the efficacy coefficients of the forces \( Y \) and \( X \), respectively.

\[
ACP = \sum_{i=1}^{\text{all weapons}} (qty(i) \cdot cad(i) \cdot leth(i))
\]

Combat power equation where \( qty \) is the amount of weapons, \( cad \) is the cadence of the weapon and \( leth \) is the lethality of the weapon when using specific ammunition.

The main drawback in using Lanchester's model is the fact that the correct values of \( a \) and \( b \) depend on weapons characteristics, elements' capacity of reaction and on command and control. We choose to make our engagement model determining how the accumulated combat power (ACP) of each element will be calculated which lead us to the previous equation.

The system was composed by four different components: database, geoprocessing, engine and user interface. After a few years using commercial softwares, was necessary to reduce budget to spend more with hardware update. The natural decision was to migrate to free software. So we chose Linux as the operational system.

![Figure 1: Screenshot displaying the first version of system interface.](image)

For the database, the first selection was Informix because at that time it was also free. The user interface received a special treatment due to the fact the officers that would use the system were not familiar with Linux. So we agreed to make it for Windows but with the restriction that it had to be portable further.

![Figure 2: Schema illustrating the first system architecture.](image)

The work on the following years was something unexpected for both parts. The Marines start to teach us how to be a Marine and, in return, we start to teach them how to be software developers.
SUCCESS BRINGS MORE WORK AND EXTRA RESPONSIBILITY

In 2002, with the system fully operative, the goal was achieved. The Didactic Games System became reality and it has been used even by the Brazilian Army in joint exercises.

Later came the idea of extend it to cover other than amphibious operations. The first change requested was that the system should cover both Amphibious and Riverine Operations. The choice for Riverine operations prior to other Marins’ attributions was due to the fact that a large part of Brazilian territory borders is covered by the Amazon Basin, the world’s largest river basin and also the world’s largest rain forest and Pantanal (both riverine terrain), making it a constant hideout for drug dealers and paramilitary forces. Also the local population suffers from a lot of necessities (like basic health service) due to difficult access to this area by the Brazilian Government. All that characteristics made the Riverine Operations the second most common operation for Brazilian Marin, and our second modeling goal.

Adapting the system to Riverine Operations was an entirely new challenge. This because while the first system had no predecessors in Brazil, in the case of riverine operation simulation systems the authors didn’t know about the public existence of such a system anywhere in the World.

The responsibility increased because the partnership has proved that if it was possible to build a system to cover Amphibious Operations and to publish papers about the technology been used, it would be also possible for us to extend it to cover Riverine Operations.

Research results achieved by the project until 2002 were 1 PhD thesis, 4 master dissertations and 8 published papers.

The first and most radical change that we have made in this phase of development was to change the engine development language from INFORMIX-4GL to Lua. This decision was taken due to the necessity of the system to be portable, and INFORMIX-4GL had been a language that came from the choice of a particular database system. The choice for Lua was very natural because we were already using it to build user interfaces. In addition, Lua’s fast curve of learning and the fact that it was developed inside Teegra/PUC-Rio helped us in the choice of the system development language. So, we gained speed in new developers training and in technology transference to the Marins.

Thus, we kept the entire system wrote in a single language, reducing the specialization requirements for new developers in order to be involved in the project.

That was a blessed decision because few months later Informix was brought by IBM and we decided to change the Didactic Games System database to PostgreSQL. Following, PostgreSQL started to be part on all Linux distributions providing kernel integration, which turned the communications between the interface and engine even faster. Also we detached the geoprocessing component from the engine and moved it to pre-processing phase, with that we made the engine, the database and the user interface independent from each other.

Another change required was relative to the terrain. In Riverine Operations terrain changes completely when compared with Amphibious Operations. The terrain may change even when comparing different riverine terrains, like Amazon (mostly composed by dense jungle and rivers) and Pantanal (a huge plain of flooding areas), for instance. Besides the terrain characteristics, it was necessary to improve the terrain details due to the fact that in Riverine Operations the troops are divided into small fractions. Add to that the difficulty in obtaining detailed digital data of this kind of region, such as satellite images.

The solution came in applying a quantization algorithm to the satellite images to reduce the colors to the number of different types of soil and vegetation needed in the simulation.

Additional adaptations were made to turn the previous version of the system capable of simulating a riverine operation. It worth to mention here the modeling of the local population. Its role is extremely important in this kind of operation due to the fact that the guerrilla soldiers usually are recruited in the local people, making them look like, dress like and speak like local people. The only difference between a local citizen and a guerrilla soldier in this kind of area is the fact that the soldier is carrying a weapon. The guerrilla knows and makes use of it. They hide their weapons in the jungle,
in the boats, and try to look like innocent persons walking side by side with the population. That fact made the local population a must have characteristic in riverine operations simulation. (Figure 4).

With the necessity of modeling the local population, came the demand of some artificial intelligence to take control of this new role (neutral). Until now the system had two well defined sides (friend and enemy) each one controlled by users. To accomplish that, we developed an artificial intelligence library based on agents with predefined behavior called MARF (Modeling Agents for Real Environments) (Lyrio and Seixas 2007), whose objective is not only to take care of the local population in Riverine Operations, but also to deal with the fact that the Marines, at least in Brazil, are not prepared to defend (Figure 5). In other words, the officers who took the role of the enemy during the simulations wasted part of their training time with a task that they usually were not trained for.

It is important to notice that we had to develop a new engagement model over the Lanchester equations in order to adapt it to guerrillas and also to respect the relationship between friend and enemy combat power of 10 to 1, adopted when taking non-conventional enemy forces into consideration (to be consistent with doctrinal rules). To achieve that we added a factor representing the number soldiers in the friend troop to the first Lanchester equation that would represent the guerrilla and leaved the second one unchanged to the conventional force.

In 2004 we published a paper and delivered to the Marines the first version of the Didactic Games System supporting Riverine Operations. (Lyrio and Seixas 2004)

COVERING ALL THE DUTIES - INCURSION AND OPERATIONS OTHER THAN WAR

After the success achieved with the Riverine Operations simulator, we receive the request to extend the system even further covering all the duties a marine officer could receive. The goal was then to model Incursion and Operations Other Than War (OOTW), which means urban terrain operations.

In few words, Incursion is an operation where the marines have to enter a hostile territory, do some fast actions like hostages rescue or target elimination, and leave. We can take as example the action in the Japanese embassy hostage crisis in Lima, Peru.

By operations other than war we understand the actions to keep or recover peace in a territory, in special or critical moments. Again, as an example we can take the actions recently made by the United Nations (UN) in Haiti.

We put this two apparently different kinds of operation in a single session due to the fact that their modeling and the difficulties that we found were common in both cases. The most important difficulty that appeared during the process of adapting the system was to deal with constructions.

In the previous operations a construction was not relevant because the actions were all taken in countryside. Now the constructions play a main role in the scenario. For instance, lets take our first example and imagine
\[ \frac{dx}{dt} = -aXY \]
\[ \frac{dy}{dt} = -bX \]
\[ \frac{dy}{dx} = \frac{b}{aY} \]
\[ \int \frac{dy}{dx} = \int \frac{b}{aY} \, dt \]
\[ aY^2(t) = 2bc(t) + M \]

or yet
\[ M = aY_0^2 - 2bc_0 \]

If \( M < 0 \) then the guerrilla wins. If \( M > 0 \) the marines win. If \( M = 0 \) there is a tie between the opposite forces. For usual values of \( a \) and \( b \), one can conclude that:

\[ \frac{y}{x} \approx \sqrt{\frac{2b}{a}} \]

or
\[ y \approx 10x \]

Modified Lanchester differential equations for guerrilla and conventional forces respectively. Note the new factor \( X \) on the first equation.

that an embassy was taken by hostiles and the marines need to rescue the people that were working there during the attack. The whole action will occur in the embassy neighborhood. The entire area is now extremely important to the simulation as the officers need to decide how to block streets, where to take position in nearby buildings, how to inspect citizens that pass through the area and so on (Figure 6). There is a movie called Black Hawk Down that shows how complex may be an Incursion.

In Operations Other Than War, the construction play similar role. The goal in this kind of operation is to help citizens oppressed by a local force, a guerrilla or after a disaster.

Constructions became a problem because, as far as we know, there is no available data showing the buildings that compound the Brazilian marines training areas. To overtake this difficult we made, by hand, a model of each block of the urban training areas estimating an average height based on the amount of houses, buildings and other constructions on the block (Figure 7). The results, despite the fact that are far from reality, was accepted by the Brazilian Marines as a temporary solution, making possible to the instructors to check if the officers were taking correct actions during the operation training.

With the demand for constructions other obstacles arose, as terrain details, for instance. If we had trouble with terrain details in Riverine Operations, the problem now became even worst. In Riverine Operations the terrain was open and mobility was only affected by vegetation permissiveness, so a unit moving along the jungle would have it’s velocity changing depending on the vegetation and soil type. Now, with the introduction of constructions, the lack of details about streets and alleys makes the movement during game almost impossible. It’s true that a lot of tools like Bing and Google Maps have made incredible street details of almost everywhere in the world. The problem is that such tools do not provide other information like elevation, soil, vegetation, hydrography and other georeferenced layers that the system need to work properly.

Other change that deserves to be mentioned here was the necessity to model a new role in the simulation. Until the development of OOTW the enemy was well defined and lethal force was always used. Now, in most cases where an OOTW simulation is requested we have a role that is played not by enemy, but by displeased or oppressed groups of citizen that protest or try to satisfy their basic necessities that the government isn’t providing. The first approach was to use the local citizens already modeled in Riverine Operations. Despite the fact that in OOTW citizens have an entire new behavior, that wasn’t an lost effort.

Most of the time, the riverine citizens are not taking part in the conflict. But, in a particular case they do. Guerrilla some times coerce local people and that is very close to what happens in OOTW. The difference is that when a riverine person is coerced by the guerrilla...
they became part of it and the citizens in OOTW don’t. In OOTW mostly of times people goals are (requested by enemy forces, or to protest) to disturb the order and make chaos in the neighborhood but they are mostly not armed and don’t intend to engage the troops.

That brought to us the next improvement in the Didactic Games System. The troops needed to restrain the disorder caused by civilians, something we never thought about during all this developing years due to the well defined enemy behavior in the simulation: the use of non-lethal weapons.

After some discussion we agreed that the best way to insert non-lethal weapons in the simulation was to distinguish it from the lethal ones by the way it affects a target. A surprising conclusion was that it’s not so different. The explanation is that when a enemy troop is attached by lethal weapons it receives casualties. However, when a mob receives a non-lethal attack it also lose men, the difference is that instead of die, they run away and may reorganize in other place after a while.

So, based in that conclusion we modeled the non-lethal engagement using exactly the same engagement model we use for lethal except for the fact that the term lethality, in this case, is named power of dispersion. Once a mob lose a percentage of its members (meaning they run away, not died), after some time, we “transfer” this mob to a new position in the terrain near the enemy headquarters in order to simulate a reorganization. With that idea we could insert non-lethal weapons and mobs in the simulation with almost no cost.

\[ ACP = \sum_{i=1}^{all\ weapons} (qty(i)\cdot\text{od}(i)\cdot\text{disp}(i)) \]

Combat power equation used in non-lethal engagements. Note that the equations is the same as the one presented before except for the fact that lethality was replaced by dispersion (disp) to represent the power of dispersion of the weapon when using non-lethal ammunition.

TURNING THE PROJECT TO THE WEB

During 2008 we have foreseen the possibility of using web 2.0 tools to help to overcome some common problems found during all this years of development. The first problem was how to deal with 3D terrain models of real world areas. We realize that this kind of model would not only demand a detailed model of a real area of the earth but also models of the structures and units that act over this area.

Fortunately, in the same year, Google released the Google earth API, which allow developers to display data from Google Earth inside web page. So we choose to use this API and got promising results.

Another issue was how to model troops communication during the simulation with all its characteristics and difficulties like statics, interferences and electronic warfare. Again a solution was found in a web 2.0 tool. In this case we choose to work with Team Speak SDK that became popular in Brazil due to the Counter Strike game, so it was a natural first choice. We also considered that Skype could do the job.

The last problem we faced was related to an user’s complain about the lack of ways of keeping track of their units actions during the simulation. The goal of keeping track of units is to permit debriefs where users should be able to discuss wrong line of actions, propose improvements or even show a great maneuver that all other users should take notice. Our line of action in this case was to create a micro blog account for each unit where the units by itself post which actions were taken in the simulation, producing a real time tracker of all the simulation unit by unit. The tool chosen here was Twitter.

A paper called REAL-TIME WARFARE SIMULATION GOES WEB 2.0 was published in 2009 detailing the whole experience. (Lyrio and Seixas 2009)
CONCLUSION

After fifteen years of development we were able to extend the main idea of a simulation system to help training marine officers in Amphibious Operations into a system covering all the Brazilian Marine Corps assignments. The system is capable of simulating climatic and astronomical conditions, movement, communications, fire support, aerial and anti-aerial support, logistics, engineering, non-lethal weapons, electronic warfare, anti-aerial, citizens, mobs, guerrillas, entrenchment, coercion, endemic diseases and works with the following additional systems and libraries:

- Artificial Intelligence library M.A.R.E.
- Automatic Defense System
- Decision Making Tool to Military Planning
- Maneuver and Attrition Warfare Simulation System
- Command and Control Remotely Monitor System
- 3D Aerial Reconnaissance System

The first conclusion that we take from all this years of development is that the correct choice of the architecture is fundamental. As we mentioned before, we had to replace each of the three parts that compound the Didactic Games System during along these years in different times, and the choice of having this parts independent from each other has made it possible with just a few extra work.

We also learned that having a portable system is important. As the news of the system success reached different locations inside the Brazilian Navy, we received requests to move the entire system to different locations with different hardware and software systems.

Finally, and perhaps the most important lesson learned is to know well your partners. Because they probably don’t know about your development capability, they will not be able to provide all necessary specifications. It’s important to by familiarized with partner’s demands and necessities in order to build a long and fruitful partnership.
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ABSTRACT
A game engine is a tool through which interactive, real-time simulations can be created. Our interest in game engines is motivated by the instructional needs of the United States Air Force (USAF). In this paper we discuss our evaluation criteria for incorporating game engines into pre-existing Air Force distributed mission-training systems. Data availability, 3D model correlation, and ground database integration are primary considerations. If a game engine does not accommodate these criteria as outlined above, it will most likely not be considered for incorporation into Air Force training systems as it would limit our ability to simulate a real world environment. The remaining criteria add significant value to the training environment and help to distinguish game engines from one another.

INTRODUCTION
The level of interest in using gaming technology for training purposes has increased substantially in recent decades, as evidenced by the volume of literature on the topic. Recent studies have shown that experienced video game players exhibit heightened performance on visual perception tasks (Castel, Pratt, & Drummond, 2005; Green & Bavelier, 2006; Green & Bavelier, 2005; Li, Polat, Makous, & Bavelier, 2009) and, in simulated flight tasks, performance which far exceeds that achieved by pilots on stick and rudder control and target identification and tracking tasks (McKinley, McIntire, & Funke, 2011). Gaming technology has shown to be an effective means for training purposes, including military-focused training (Chatham, 2011) and general teamwork skills (Hussain, et al., 2007).

The documented effectiveness of game-based training is of particular interest to the Air Force Research Laboratory. For the 711th Human Performance Wing, Human Effectiveness Directorate, Warfighter Readiness Research Division (711 HPW/RHA), research conducted in the Gaming Research Integration for Learning Laboratory (GRILL) focuses on the potential use of commercial off-the-shelf (COTS) game and simulation engines for mission qualifying and continuation training for the USAF. Game engines have potential to serve as either as stand-alone training systems or as complementary extensions of existing high fidelity simulation and training environments (Pohl & Walker, 2010). For example, one could imagine a stand-alone system in which an individual pilot may run through checklists and gain practice relating to specific button functionality. Additionally, gaming technology could be utilized to supplement the capabilities offered by high fidelity simulator systems such as the Mobile Modular Display for Advanced Research and Training (M2DART). The M2DART provides high-fidelity simulation of a four-ship of F-16 jets. Instructors wanting to simulate threat tactics could utilize gaming technology and/or low-cost COTS simulation technologies such as X-Plane® to effectively control red force (enemy) roles in a training scenario. Use of these technologies ensures that virtual red forces do not tie up a more costly, high-fidelity simulator while still enabling trainees to fly against a human pilot who can most realistically mimic threat tactics and respond as the scenario unfolds. Additionally, game engines such as CryEngine® can be utilized to enable dynamic control of simulated friendly or red force ground vehicles within air-to-ground training scenarios.

Our recent efforts have included the incorporation of COTS game engines into networked training environments. One such effort was undertaken as part of a large-scale distributed training system display at the 2010 Interservice/Industry Training Simulation and Education Conference (I/ITSEC). A second effort involves the linking of multiple off-the-shelf technologies for a three-person training scenario for an upcoming training effectiveness study (Winner & Voge, 2011). Through these efforts we have identified a number of evaluation criteria relating to the selection of visual generation and simulation and game control for use in Live, Virtual, and Constructive (LVC) training environments. The purpose of this paper is to communicate our initial evaluation criteria related to the incorporation of game engines within currently existing USAF training environments. Minimum and preferred criteria, which effectively limit or enable game engines to be incorporated into simulated training environments, are specified when possible. In order to provide context for discussion of these evaluation criteria, we also summarize the overarching motivations relating to our use of modeling and simulation and game engines.

DEFINITION OF A GAME ENGINE
Before we outline our evaluation criteria, it is important to acknowledge that a game engine is any software that abstracts the process of creating visuals and input to a video game (Ward, 2008). A game engine is not a game in and of itself.
Rather it is a tool through which interactive real-time simulations can be created. What is the difference between a simulation and video game? In a broad sense, the only difference between the two is their purpose. They are both real time programs receiving input from a user and processing responding output. We believe that both may be used in concert to provide effective training for USAF training audiences.

**MOTIVATION FOR THE USE OF GAME ENGINES**

Our interest in game engines is motivated by the instructional needs of the USAF. The use of modeling and simulation for training individual and team-level skills for the USAF is not a new venture. However, game engines hold great promise with regard to instruction due to their controllability, high end visuals, inherently deployable nature, and ability to simulate real world events convincingly in real time.

Modeling and simulation and game engines enable training capabilities like those discussed previously. At a higher level, these technologies can support instructional methods specified by learning theory, such as providing virtual learning environments that enable individuals to work in realistic team settings with necessary tools and information sources to practice the problem solving skills required to successfully complete their mission (Wilson, 1996). A review of the relevant theory and literature related to instructional theory is outside of the scope of this paper. It is important, however, to summarize several of the concepts guiding the selection and use of modeling and simulation for research within our laboratory.

The Mission Essential Competency (MEC) process provides the foundation for many of our efforts. The MECs are “higher-order individual, team, and inter-team competencies that a fully prepared pilot, crew, flight, operator, or team requires for successful mission completion under adverse conditions and in a non-permissive environment” (Colegrove & Alliger, 2002). The outcomes of the MEC process conducted for a given training audience provide the foundation for the developments of learning objectives and measures of performance and are utilized in the assessment of training capabilities for various simulation systems. Both scenario design based on learning objectives and performance feedback are essential for instruction. Although it is possible to have a virtual environment that does not enable feedback (Melhorn et al., 2009; Hays, 2006), feedback is essential for learning (Singer & Howey, 2009). This focus on providing trainees with feedback, along with the need to evaluate the effectiveness of our training systems (Kirkpatrick, 1976; 1996), are the motivations behind our current efforts to automatically conduct performance assessment in gaming environments (Winner & Voge, 2011).

Our use of game engines is motivated by the need to provide cost-effective, instructionally-sound training capabilities, yet we acknowledge that these engines have evolved under vastly different motivations, namely to provide entertaining and profitable games to large audiences. Accordingly, considerable effort is required to deliver scenarios based on specified learning objectives, deliver feedback to trainees, and to perform automated performance measurement. Although we cannot expect a commercial game engine to come equipped with these mission-specific components, we can convey some evaluation criteria relevant to implementing game engines within the context of the Air Force’s currently existing simulation and training systems. The remainder of this paper will focus on these criteria.

**EVALUATION CRITERIA**

The evaluation criteria outlined in this section evolved through our experience incorporating game engines into networked training environments. We acknowledge that these criteria are unique to our purpose, which is to develop and advance effective training capabilities for warfighters to ensure that they are combat mission ready. The evaluation criteria listed are preferred capabilities that an engine should either possess, or should be capable of modification to adequately address these criteria.

**Data Availability**

Within this framework of government simulation, there are four common intercommunication protocols: Distributed Interactive Simulation (DIS), High Level Architecture (HLA), Test and Training Enabling Architecture (TENA), and Common Image Generator Interface (CIGI). It is not important that a game engine implements these protocols. Rather, it is important that game engines expose certain information to enable users to effectively join a game engine into a scenario. Some examples of the data include: position, velocity, rotation, velocity of rotation, acceleration, entity health, and height of terrain for a given x, y, z location. Location data for both shot origin and destination are needed. Ideally, building position would also be available. Additionally, status variables, such as whether an entity is smoking or on fire, whether a player is crouching, prone, or standing, and whether a vehicle has a running engine, would ideally be available. The availability of this data has implications for the feasibility of joining a game engine into a distributed simulation and, from an instructional perspective, enables or hinders automated performance measurement, the delivery of scenario feedback and after action review to trainees.

**3D Model Correlation**

In distributed simulation and training environments, multiple players have eyes on the same geographic area but may be looking at that area through different simulation or game-based systems (e.g., M2DART, CryEngine®). Players, regardless of game or simulation system, who see an entity (e.g. truck) as it travels across the terrain, should see the same model (e.g. white, flatbed truck). Accordingly, there is a need to easily convert OpenFlight models into a format to be imported into any system or game engine used. It is important to note that engineering teams in this domain often lack full-time access to artists with the appropriate skill set. The ability
to use readily available models, especially OpenFlight models, helps to address this issue.

**Ground Database Integration**

Digital Terrain Elevation Data (DTED) file format for digital terrain elevation information is commonly used in distributed simulation and training environments. A game engine must be capable of instantiating real world terrain based on this information and allow for the conversion of internal coordinate systems to real world coordinate systems. These databases exist at different levels of resolution. High resolution databases can be correlated to a higher level of accuracy. Also, the higher the resolution, the easier it is to present the appropriate level of realism with respect to the resolution of other models depicted in the simulated world. Ideally, scenarios would not contain terrain at a significantly lower resolution than that of the building models or objects within the scene.

In addition to resolution requirements already discussed, the training scenarios we utilize often require satellite imagery to be overlaid onto the terrain. In an ideal world, game engines would have the ability to enhance the visual appearance of the imagery to account for its low resolution. As a pilot in a training scenario decreases their altitude, we would hope that the quality of the terrain visuals would not decrease.

**Visual Detail**

Depending on the selection of operating systems and other factors, game engines generally support either OpenGL or Direct3D (DirectX). Ideally, game engines would support both options. The use of DirectX 11 enables advanced rendering and lighting features (e.g., tessellation and per pixel lighting) which may assist in providing highly immersive training environments. The precise aims of the training will determine how much visual detail is required; however, engines which support both OpenGL and Direct3D would provide the most flexibility for training purposes.

The availability of an API abstraction layer within the game engine is of far greater importance than which type of API is used. The abstraction layer allows for control over the visuals of the game engine as it is running, and greatly increases the ability to modify a game into an effective training tool. For example, if one attempted to modify a flight simulator game to function as the sensor view for a Remotely Piloted Aircraft (RPA), the only way to modify the on-screen visuals would be at the API level, either directly or through the game’s abstraction layer.

**Animation Control**

The use of network protocols such as DIS and HLA has implications for the smoothing ability requirements for game engines used within these contexts. These protocols may not give true location information for specific models at a refresh rate as high as that of game engines. Accordingly, the location updates received by the engine may result in a “jumpy” movement of the model. Ideally, game engines would provide a mechanism for dealing with this issue.

**Specialized Visual Attributes**

A number of specialized visual attributes are important for training scenarios for various platforms. For example, the ability to visualize infrared (IR) and night vision capabilities accurately is an important component for RPA sensor operator training. While IR visual modes can be imitated by changing overlay colors on the display screen, accurate IR and night vision modes require an engine to take into consideration certain environmental variables as well as material encoding aspects of models in the simulation. The ability to implement IR and night vision modes in a realistic manner greatly expands the training capability of a game engine. Shadows are also meaningful in this training focus area and ideally would be rendered at all viewing distances. The lack of particle effects (e.g., dust trail behind a moving vehicle, smoke, flames) takes away from the usefulness of an engine for training. Like shadows, particle effects provide meaningful information upon which some warfighters rely. Ideally, game engines would accommodate the visual attributes outlined above as well as any particle effects specified in the DIS protocol.

**Physics Engine**

Most game engines are equipped with a physics engine which provides realistic simulation of physical systems within the gaming environment. Collision detection and collision response, for example, are necessary to accurately simulate the interaction between players, objects, and the gaming environment itself. In the real-world, a soldier could not walk through the solid wall of a building, nor would a bullet or larger munition be able to escape the effects of gravity on the projectile’s flight path, etc. The physics capabilities in a game engine ensure that the same is true in the gaming environment. To be considered a good candidate for use in military simulation and training, a game engine should be able to correctly interpret and simulate physics-bound behavior given only the position and velocity of entities. Ideally, the less information needed to translate the physics-based information from the shared DIS environment into a candidate game engine, the better. Essentially, a game engine should be able to interpolate information from the DIS environment with minimal external engineering work required.

**Artificial Intelligence (AI) Capability**

Artificial intelligence (AI) capabilities within gaming technologies are key to enhancing the training environment and improving training effectiveness. Computer-generated entities which respond appropriately as a scenario unfold can serve as either red (enemy) forces or blue (friendly) forces, or as neutrals who simply complicate or add dimension to a particular scenario. To be considered a candidate for use in military training, a game engine must possess AI capabilities, those AI capabilities must be easy to implement, and AI behavior must be reasonably predictable.
Scenario Design

In the military training arena, creation of realistic scenarios is of the utmost importance. In order to effectively equip warfighters to perform in their operational/combats roles, scenarios must reinforce the concepts and tasks which correlate to that role’s required competencies (Symons, France, Bell & Bennett, 2006). With regard to selection of game engines, an engine should provide user-friendly tools (e.g. flowcharts) for scenario editing and management. Within the military training community, those who create the scenarios are often experts in the training field but may not possess software engineering expertise. Ideally, an engine’s scripting capability would allow users to set specific parameters for entity movement and timing within a scenario, and have a mechanism through which to repeat or alter a scenario for a given trainee of group of trainees as needed.

Audio

Audio capabilities of game engines are an important factor in realistic training systems. The background audio of vehicle engines and munitions, for example, provides valuable feedback to the user. It is important that the audio capabilities accurately represent directional audio and sound degradation. The ability to easily modify audio attributes is important in that it allows custom sounds to be easily added to the system. Ideally, a game engine used in military training would also support the DIS radio standard.

Internet Dependency and Digital Rights Management (DRM)

Understandably, game engines often require internet connectivity to complete updates, provide access to shared resources, and for digital rights management functionality. This is a significant problem for government entities that do not have constant Internet access due to security restrictions. Engines requiring an internet connection to authenticate for each use are especially problematic. Government networks are invariably subject to heightened security restrictions which may render the use of Internet dependent game engines impossible on these networks.

Cost

Among the primary advantages of game-based training for military applications is the ability to effectively train personnel without the costs incurred by pulling personnel from their day-to-day duties and paying travel expenses for trainees to participate in live and simulated training exercises in various locations. As such, cost is an important criterion in the selection of gaming technologies. While the source code in an Open Source game engine is available to the public free of charge, a developmental license for another game engine may range into the tens of thousands. A high cost developmental license is not only cost prohibitive, but effectively negates one of the key advantages of utilizing game engines for simulation-based training.

Supportability

Supportability refers to the amount of technical information and aid available to users and secondary developers through the primary developer and/or user community. Web forums and communities of practice are examples of such support. Because Open Source projects are widely available at no cost, they tend to have robust user communities that make changes and updates to the system while a smaller faction of the user group manages the project.

Supportability is also related to the openness of a particular game engine. In closed projects, changes can be made only by working with the developer, which can prove a slow and expensive process. The downfall of an open engine, however, is that such an engine is unlikely to be at the forefront of gaming development without a company to back that development with capital. As a result, some open engines may lack modern features that enable ease of use. A balance in supportability is found with an engine that is highly controllable while also being a product supported by a major company. When selecting an engine, it is important to balance cost, time, technology needs, controllability needs, and the desire for commercial entity involvement.

License Restrictions

License restrictions are a significant factor related to custom application of game engines within simulation and training environments. Although much of this work is being conducted for government entities, many of those performing the work are developing custom software for their defense contracting employers. Accordingly, the selection of an engine will be constrained by the license restrictions for the engine, even though it has nothing to do with the scenario generation capabilities the engine can offer.

CONCLUSIONS

Games and gaming technology constitute a burgeoning field of research and are proving to be a valuable tool in effective training both within and outside of the military context. In this paper we outlined our motivations for use of modeling and simulation and provided evaluation criteria for incorporation of game engines into pre-existing Air Force distributed mission-trainings systems. Data availability, 3D model correlation, and ground database integration are primary considerations. If a game engine does not accommodate these criteria as outlined above, it will most likely not be considered for incorporation into Air Force training systems as it would limit our ability to simulate a real world environment. The remaining criteria add significant value to the training environment and help to distinguish game engines from one another. By outlining these criteria, we hope to promote dialogue with game engine developers regarding the capabilities that make game engines viable options for use in the Air Force distributed mission training environment.
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ABSTRACT
Urban Dynamics is a field of study which applies mathematical modelling techniques to the system of a city in order to quantitatively represent and analyse its progression over time. The simulation of this model allows stakeholders in the city to investigate the interactions of the city’s components and the consequences of decisions on the city’s advancement.

This project builds upon established research in this field by creating a software system that simulates an interactive Urban Dynamics Model, and presenting it as a learning tool in the form of an educational game. User’s decisions drive the simulation, affecting the game’s outcome, with the city either prospering or declining.

INTRODUCTION
The world around us is filled with complexities, with innumerable macro and micro systems that define it. As man has advanced, he has created his own systems, introducing further complexity to the natural world. These dynamic systems progress and evolve over the course of time, always changing based on the processes and interactions that drive them. The pursuit of understanding the world around us is the impetus for much of our scientific research. By dividing the indefinitely large and detailed universe into manageable, yet non-trivial systems, we can hope to gain some insight into the natural and man-made processes of our world. Systems Dynamics is a field of computer science which seeks to provide insight into such complex interacting systems, through formal mathematical simulation and quantitative analysis. Originally developed by Jay Forrester (Forrester 1958, 1961) for analysis of commercial dynamics, it has been more recently applied in range of other human systems including business (Sennet 2000) and epidemiology (Potash et al. 2003; Tebbens et al. 2009).

Urban Dynamics (Forrester 1969) is an area of research within the field of System Dynamics in which study is conducted into the workings of an urban area. A city is a complex dynamic system that contains many heterogeneous, interacting components including population, industry and natural resources, which contribute to the working of the city as a whole. Over the course of its lifetime, a city will go through phases of growth and expansion, maturation and decay. As it advances, each of its processes will either promote or hamper the evolution of the urban area as a whole, encouraging its improvement, or forcing its decline.

The overall goal of this project is to create a flexible Urban Dynamics research and education simulation tool as a basis for exploring complex multi-sector urban systems. This should provide an understanding of a city’s workings and allow for the assessment of various policy decisions, such as land zoning, natural resource management and water conservation. It is intended that the software system would support
experimentation and learning about Urban Dynamics through the mode of an interactive computer game front-end. The project goal is accomplished through the completion of three principal objectives (Fig. 1):

2. Design of an aggregate Urban Model, which represents a city’s interactions and processes
3. Creation of an interactive game-based visualisation of the Urban Model, allowing users to introduce change into the system and observe its consequences.

**CONTRIBUTIONS**

This system allows users to access a powerful and complex System Dynamics Simulation Engine through the intuitive and user-friendly interface of a game. Through this management game interface, those new to Urban Dynamics can interact with and observe the urban area as it evolves, without having to understand the underlying mathematics. Thus, this system can act as a learning environment and teaching tool.

Those who are experienced with Urban Dynamics may use the system to declare and simulate their own Urban Models, accessing the numeric results while at the same time being able to see their Model visualised in real-time. Through the game interface, they may make policy decisions and observe the impact on their urban setting. Thus, this system is also a research tool providing policy-makers and researchers with an environment to simulate systems and plan decisions.

**SYSTEM TECHNICAL DETAILS**

**Solving Engine**

The computational foundation of this project is the Mathematical Solving Engine, which contains all the logic to solve a system of complex Stock and Flow Systems Dynamics equations. It includes a formal representation of Stocks and Flows, the algorithms for interpreting their values and equations, as well as providing for the dynamic solving of these at each step of a simulation run. An important feature of the engine is the interaction between Stocks and Flows, with the value of a Stock based on the summation of its Flows. The Engine uses Euler’s Algorithm to solve the system of equations and provides for the communication between Stocks and Flows. This initiates Stocks and Flows, and evaluates all Stocks based on their corresponding In- and Out-Flows at each step in the simulation using Euler’s Integration (Equation 1); it then solves Flows using the newly-calculated Stock values.

\[ S_{t+dt} = S_t + dt \cdot (I_t - O_t) \]

*Equation 1: Euler’s Integration*

The Engine also contains an Extensible Operator Set, which allows for the definition of additional mathematical functions, such as Min, Max and Power Operators. As Stocks and Flows are solved as continuous variables, a decision was made to include a separate Solver component to handle discrete values. This discrete solver is based upon probabilistic Markov Chains. This additional functionality allows extra complexity to be added to the System Dynamics Model, with the Markov States able to interface with and alter the deterministic outcome of the Stock and Flow Model. As we shall see later, Markov Chains are used in the completed Urban Model to simulate discrete weather conditions, which affect certain components of the overall model.

Finally, the Engine disaggregates each sub-system of a System Dynamics Model, using a two-dimensional grid-based network to contain each Stock and Flow.
Model that contributes to the simulation. As the Engine runs, it solves each Grid component independently. It then aggregates the results and shares the values with other Grid members, each cell acting as an individual that cooperates with all Grid members to advance the system as a whole.

**User Interaction System**

The Simulation Engine is a mathematical system that outputs numeric data, which needs to be interpreted and presented as ordered information for evaluation by a user of the software. For the purpose of this project, it was decided to create a game-based user interaction, which would interface with the Mathematical Engine and use its Simulation to drive the game. This method of presentation was chosen to provide the user with a learning tool to aid in the understanding of a complex Urban System. It visualises the data from the Mathematical Engine as an intuitive three-dimensional game world (Fig 2), allowing the user to explore the Stocks of the Urban Model, represented as collections of 3D physical objects, such as buildings. This game-like presentation facilitates user input, inviting the user to make decisions, and allowing them to see the impact their choices make on the Urban Model.

![Figure 2: 3D game world, with building zone, forest, lake and additional data displayed on 2D GUI](image)

Rather than running the whole Simulation and outputting the final results to the user, the User Interaction System provides interaction in real-time, with the user making changes and modifying the Urban Model in between steps of the Simulation. In this way, the user can very clearly see the consequences of their decisions and the evolution of the Urban Model over time. The System is divided into two layers: the Interaction Manager, which interfaces with the Engine and interprets its output, as well as allowing the user to modify the Urban Model; while the Visualisation Layer manages the Graphical User Interface, presenting all information onscreen in the 3D-world and 2D-menus, and handling user input.

While the Simulation Engine is of flexible and extensible design, it was necessary to tailor the Interaction System specifically to represent the Urban Model. Other more generic visualisations could have been used, such as network charts or Stock and Flow graphs, but the game-based presentation is a much more interactive experience that provides an involving understanding of a complex Urban system. The 3D models of the game world were specifically designed to visualise the Stocks of the Urban Model, being mapped to each Stock in the Interaction Manager. The user’s inputs adjust parameters within the Urban Model to alter the outcome of its Simulation, which in turn modifies what is being displayed onscreen. Therefore, while the Simulation Engine can solve any Stock and Flow Model, the User Interaction System is simply one possible way of interacting with it and visualising its data.

**The Urban Model**

The Urban Model is a complex, multi-sector Systems Dynamics Model, based on the project’s requirement of simulating Urban Dynamics. Its design is an abstraction of interactions within a real-world urban setting, and draws from work in the field, including Forrester’s Urban Dynamics (Forrester 1969) and IBM’s CityOne (IBM 2010), as well as management games such as SimCity, a city management game originally based on Systems Dynamics techniques (Seabrook 2006). The Model is split into numerous sub-systems, each a separate Systems Dynamics Model which represents a homogenous collection of urban interactions. Each of these sub-systems is in themselves independent, but interacts and drives the dynamics of the Urban Model as a whole. While the design seeks to replicate an urban setting, for the purposes of the project it is applied within the interactive environment of a game, and so certain considerations were made to facilitate this user interaction. Thus, each sub-system is target-driven, the goals of one Model advancing another. As the Model is simulated, the behaviour of the sub-systems is augmented with user input to seek these goals. In general, Stock and Flow Models are deterministic, with each Stock value based on the summation of its Flows over time. The Urban Model, however, includes a probabilistic Markov Chan-based Weather
System which, coupled with the unpredictability of user interaction, yields a non-deterministic Model.

![Diagram of Urban Model]

Figure 3: Overview of the Urban Model

In Figure 3, we see the architecture of the Urban Model at a high level, including each of its systems and the interactions they have with one another. The probabilistic Weather System drives the production of Water and Food, which are used in the growth of the Population System. Population and Natural Resources feed into the Industry System, which generates Wealth. The Wealth System creates a positive feedback loop, its value encouraging Population increase. The Population System is the central sub-system of the Urban Model, with the system’s ultimate goal being to maximise Population. This is achieved by balancing the output of each of the other sub-systems, without overstepping the optimal value and hampering population growth. The inflow and outflow of Population in the Urban Model is determined by the system’s Quality of Life.

Quality of Life (QoL) is a value between 0 and 100, and is a measure of the attractiveness of living in the city. High Quality of Life encourages immigration, while low Quality of Life promotes emigration. Its calculation is based on a metric taken from each of the Urban Model’s systems, which are weighted equally in their impact on Quality of Life, shown in Equation 2. Each value is a fraction that measures how well their sub-system is encouraging growth. WNF, FNF and GNF take the actual consumption over the required consumption for the Water, Food and Industry Systems respectively. Each is directly proportional to Quality of Life, so that if any of these needs are not adequately fulfilled, QoL falls. PD is calculated within the Population System itself, and is a measure of the current space occupied by population divided by the total allowed space. It is impacted by the maximum sanctioned housing density, as discussed in the Population Model. TI is based on the Wealth System’s current rate of tax, either low, medium or high. PD and TI are inversely proportional to QoL, so if either increases, QoL drops. As each of these sub-systems interact with one other to form the Urban Model, encouraging optimal values for one metric may result in sub-optimal values for another metric, and so they must all be carefully monitored.

\[ WNF: \text{Water Need Fulfilled} \]
\[ FNF: \text{Food Need Fulfilled} \]
\[ PD: \text{Population Density} \]
\[ GNF: \text{Goods Need Fulfilled} \]
\[ TI: \text{Tax Impact} \]

Equation 2: Quality of Life calculation

TESTING

Each component is tested following an evaluation plan, which describes the testing methods and bounds of acceptance. The Solving Engine is stress tested to ensure mathematical correctness of all operations, while the SIR Model of infection was simulated within the Engine and benchmarked against an identical model in Vensim, to verify that it correctly solves Stock and Flow Models.

As an industry standard, Vensim was also used to test each of the Urban Model’s sub-systems, which were declared and simulated to ensure correct behaviour. These sub-systems were then initialised with the same starting values within the Simulation Engine to and compared, to verify that the results were identical.

As the User Interaction System was being built, scalability tests were carried out to determine the optimal size of the World for the game. It was discovered that XNA could render a World Grid containing between 10,000 and 14,400 3D models before any noticeable drop in frame rate occurred. Thus, it was decided to set the size of the World Grid at 10,000 cells. With this limit imposed, the Simulation Engine’s Network Grid size was set to 100, giving every Grid Model a region of 10x10 World Grid cells on which to be visualised.

CONCLUSIONS
The project’s goal was to create a software system that would act as a simulation tool for Urban Dynamics research, providing an insight into the workings of a city by exploring multi-sector urban systems. To complete this goal, three principal objectives were defined:

2. Design of an aggregate Urban Model, which represents a city’s interactions and processes.
3. Creation of an interactive visualisation of the Urban Model, allowing users to introduce change into the system and observe its consequences.

The final system acts as an intuitive, visual learning environment, allowing users to participate in the simulation of the Urban Model. Their interactions impact the evaluation of the Simulation Engine, and the corresponding changes that propagate through the Model’s sub-systems are observable in the 3D world of the game as the simulation runs.

The desired flexibility in the Simulation Engine was achieved, being able to solve any equation specified in the structured Equation Syntax, and implementing the Extended Operator set, which provides the functionality to define a wide range of mathematical formulations. Thus, the Engine can solve any Stock and Flow Model, allowing it to be applied to a wide range of System Dynamics domains. Through the functionality of the Markov Chain Solver, probabilistic functions may be introduced to the Model, yielding a non-deterministic simulation. The inclusion of a two-dimensional Grid-based Simulation Network provides a structure for solving a collection of interacting System Dynamics Models, allowing for the cooperative simulation of the Urban Model’s sectors. As set down in the evaluation plan, the logic of the Engine has been validated against the commercial simulation package, Vensim, verifying that it follows the correct procedure for solving Stock and Flow Models. Thus, this completed Simulation Engine is a benchmarked, flexible framework for use in System Dynamics research.

The final Urban Model is comprised of weather, food production, reservoir, natural resource, industry and wealth systems, all of which influence each other to drive a multi-sector conceptualisation of a city. Its design includes Auxiliary Variables which may be modified by the user, simulating policy decisions that impact the city’s evolution. This user interaction, coupled with the stochastic Weather System, introduces non-determinism that affects the Model as a whole. While it is a high-level abstraction of a real city, the Urban Model never-the-less captures an urban area’s important interactions to provide insight into the workings of a city. The behaviour of each of its systems has been verified in Vensim, where each Model was simulated, and the results analysed to ensure expected outcomes. The Urban Model is successfully implemented within the Simulation Engine’s Network, allowing its independent sectors to influence each other and drive the advancement of the urban area as a whole.

The visualisation of the Urban Model was achieved by creating a computer game-based User Interaction Layer. This presents the urban area as a three-dimensional world, which the user can navigate around, observing the progression of the city as it simulates. Input through the game’s menu allows the user to make policy decisions, such as introducing water recycling in reservoirs and changing the rate of felling in forests. They may also affect the physical landscape of the city, by zoning areas of land for residential, food production or industrial usage. These interactions impact the advancement of the urban area, the consequences of which the user can observe within the game world: refilling of reservoirs, felling of forests, and the construction on newly-zoned land over time (Figure 4). As with the other systems, the visualisation was tested following the evaluation plan. Scalability testing yielded an acceptable size for the game world which could visualise in real-time, while a comprehensive assessment of the system’s allowable inputs was performed, verifying that all user interaction resulted in the intended response.
FUTURE WORK

Further development of the system’s features could produce a more streamlined, feature-rich System Dynamics tool, which could be adopted as a research aid. Currently, the system offers a generic Systems Dynamic Solving Engine which can solve a network of Models simultaneously, as well as an interactive urban system. Therefore, it can be used to simulate any Systems Dynamic Model, and as a learning environment for understanding urban interactions.

Within the Simulation Engine, further investigation of probabilistic mathematics could present alternative stochastic processes which could be augmented with the Markov Chain Solver. As the Simulation runs, each variable saves its value at every step. Currently, this history of values is only held in program memory, and is lost when the program closes. Persistence of a Model’s history would allow it to be saved and loaded at a later stage, as well as providing a complete numeric output of the Model’s data. Additions to the Extended Operator set would create an exhaustive library of mathematical formulations.

Due to time constraints a planned Seasonal Weather System and multi-Model Natural Resource System were not implemented within the Urban Model. If further developed, the Markov Weather Model could also simulate the seasons, the transition probabilities of its weather conditions changing from season to season. It could also include rarer, more extreme weather conditions that would have a greater impact on the urban system. The implemented Natural Resource System uses only wood as a resource, but could be extended to include a Mining Model, representing the mining and refining of coal and ore. Other suggested systems include a trade and commerce system, a health and healthcare system, as well as extensions to Quality of Life such as pollution and entertainment. The inclusion of these and other sub-systems, coupled with more specific goal-seeking gameplay mechanics, could yield a more realistic urban simulation, as well as a more in-depth and challenging user interaction.
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ABSTRACT
In this paper, we deal with the problem of optimization of production-maintenance policies. The manufacturing system consists of one machine producing a single type of product. These products supply a buffer stock of capacity K to meet a constant customer demand. The degradation of the machine depends on the production rate. The aim of this paper is to find the optimal replacement periods, the optimal production rate and the optimal capacity of stock to optimize the objective function (minimizing operating costs). A discrete event simulation methodology is proposed to solve this problem in order to relax some constraints.

INTRODUCTION
At the beginning of industrialization in the 20th century, production and maintenance were two areas without interaction. At that time, demand was outstripping supply. It seemed inconceivable that preventive maintenance actions could disrupt production. Indeed, until the late 1990s, these two domains were studied separately. In the production area, a lot of research deals with the problems of job planning/scheduling. Generally, the main objective consists of determining the optimal scheduling that minimizes the makespan. From the "simple" flowshop problem (Johnson, 1954), new constraints are constantly added... For example, Lin (2001) considers a scheduling problem where sets of jobs are simultaneously available for processing in a no-wait two-machine flowshop. Wu et al. (2008) deal with the scheduling problem with deteriorating jobs based on the linear deterioration models. To solve these problems, numerous algorithms and techniques have been developed. These problems can be solved by simple heuristic (Ruiz, 2005), meta-heuristics, without forgetting the exact methods.

In terms of maintenance, Barlow (1965) is considered a pioneer. He proposed different strategies for maintenance (age or block replacement). These strategies were based on the assumption that corrective actions were considered as minimal (As Bad As Old) and preventive actions as perfect (As Good As New). Among the major works, Pham (1996) proposed different models of imperfect maintenance to be closer to reality. Generally, for this maintenance area, works were focused on optimizing maintenance policies. For about a decade, works that combine production and maintenance have emerged. On the one hand, these works are based on the problem of production with integration of maintenance planning. For example, (Sortrakul, 2005) proposes to perform preventive maintenance at the end of jobs. The integration between production plans and maintenance plans can be achieved along two main strategies (Benbouzid, 2006). These strategies are known as the sequential strategy (define a plan of production considered as a constraint to plan maintenance activities) and the integrated strategy (perform a joint and simultaneous scheduling between the tasks of maintenance and production). On the other hand, many research is based on maintenance policies considering production data. We can cite Chelbi et al. (2004) were the aim consists to determine the optimal period of replacement for an equipment and the value of buffer stock. When the equipment is new, the system builds up a buffer stock with a maximal production rate. The hedging point strategy is used to guarantee a continuous supply of the assembly line at a constant rate during repair and preventive maintenance actions. Recently, to optimize production and maintenance plans, Hajj et al. (2009) consider the production rate as a new variable. In this work, the authors determine simultaneously the optimal production rate and preventive maintenance intervals in the case of finite interval (Nakagawa, 2009).

Based on these observations, the objectives of our paper consist to determine the optimal period of replacement of an equipment, based on the optimal production rate and size of the buffer stock. Section 2 gives a description of the studied system. Section 3 presents the mathematical formulation. Section 4 presents the discrete event simulation used to solve this problem. A numerical example is used at the section 5 in order to illustrate our approach. Finally, section 6 gives the conclusion and the future works.

PROBLEM STATEMENT
In this paper, we consider a system of production composed of a single machine $M$ producing a single product. The products are placed in a buffer stock used to meet the demands over time.
During the feed of stock, having a capacity $K$, $M$ produces with the maximal production rate $U_{\text{max}}$. After this delay, the production rate $U$ is used. The machine is subject to random failures, which require performing corrective maintenance actions. To reduce the corrective maintenance costs, preventive replacement is performed as $kT$ (i.e. at $T$, $2T$, $3T$, ...). The buffer stock must satisfy, at least, the demand during the corrective maintenance activities following failures within the period of length $T$. During the preventive maintenance period, two cases may arise:

- The stock level is sufficient to fully satisfy demand.
- The stock level is insufficient to fully satisfy demand and there is a shortage of products.

The aim of this paper is to determine the optimal values of the three decision variables which minimize the average total cost by time unit. We search for the maximal capacity of stock ($K^*$), the time between two preventive maintenance actions ($T^*$) and the production rate ($U^*$). When the production rate varies, the degradation of the system is different. Consequently, if the production rate increase, the number of failures during the horizon $T$ is greater. To represent this effect, we have chosen to use the accelerated life model (ALM). In Martorell et al. (1999), the authors used this model to represent working conditions. For this model, a relationship is established between the baseline reliability function and a link function taking into account the working conditions. The usual mathematical model employed as link function is the loglinear. This model will be clarified in next section.

**Notations**

Throughout the paper, the following notations will be used:

- $R(t)$: Probability distribution function of time to failure for machine $M$.
- $g(t)$: Probability distribution function associated to corrective maintenance duration for machine $M$.
- $g_s(t)$: Probability density function associated to preventive maintenance duration for machine $M$.
- $MTBF$: Mean time between failures of machine $M$.
- $MTTR$: Mean time to repair of machine $M$.
- $Z_P$: Mean time of preventive maintenance activity.
- $U_{\text{max}}$: Production rate (products per time unit).
- $d$: demands per time unit.
- $C$: Average total cost per time unit.
- $C_{ct}$: Holding cost of a product unit during a unit of time.
- $C_{ct}^{BO}$: Total shortage cost.
- $C_{ct}^{MA}$: Total cost of maintenance actions.
- $C_{ct}^{MA}$: Corrective maintenance action cost.
- $C_{ct}^{PO}$: Preventive maintenance action cost.

**MATHEMATICAL FORMULATION**

To model the effect of the production rate, we have chosen to use the accelerated life model. The reliability function in accelerated model is given by:

$$ R(t) = R_0(\varphi(U_1) \cdot t) $$  

(1)

where $R_0(t)$ is a baseline reliability function and $\varphi(U_1)$ is the link function, which depends on the production rate. Based on our problem, we chose to define the link function as follows:

$$ \varphi(U_1) = e^{-\alpha \frac{U_1 - d}{U_{\text{max}}}} $$  

(2)

Where $\alpha$ is a coefficient which can be specific to each type of machine. Based on equation 2, if the machine does not produce, the reliability remains unchanged with time. However, if the production rate increases, the degradation process of the system is accelerated. For the ALM, other functions can be determined. The hazard and the density probability functions are respectively given by:

$$ h(t) = \frac{\varphi(U_1)}{g_s(t) \cdot \varphi(U_1) \cdot t} $$  

(3)

$$ f(t) = \frac{g_s(t)}{g_s(t) \cdot \varphi(U_1) \cdot t} $$  

(4)

From equation 1, the variation of production rate has an effect on system reliability. Consequently, the $MTBF$ and the number of failures during the period $T$ vary following the production rate.

From Chabi et al. (2004), the renewal function $M(T)$ is defined as the expected number of cycles ($MTBF$, $MTTR$) in $[0, T]$. Considering the effect of the production rate $U$, we can model our renewal function $M(T; U)$ by:

$$ M(T; U) = \sum_{k=1}^{\infty} L_k(T; U) $$  

(5)

where $L_k(T; U)$ represents the $n$th convolution of $L(T; U)$, i.e.

$$ L_k(T; U) = \int_0^T L^{(k)}(T - x; U_1) dL(x; U_1) $$  

(6)

and $L(T)$ is the convolution product of the life time and repair time distributions,

$$ L(T; U) = \int_0^T f(T - x; U_1) dG_x(x) $$  

(7)
In this paper, the feed of stock is performed with the production rate $U_{max}$. Consequently, the duration to reach the capacity $K$ is short and we assume that the number of failures during this period is negligible. So, we define a function $\Phi(H, U)$ which represents the number of failures during a period $H$, with the production rate $U$, based on the renewal function.

For our model, we search the optimal decision variables ($T^*$, $K^*$, $U^*$) which minimize the total expected cost per time unit which includes inventory holding cost, shortage cost and maintenance cost.

**Inventory holding cost**

To compute the inventory holding cost, we have considered the five zones of the figure 2. When the production rate is equal to the demand during the period $[t,T]$, the total cost of inventory holding is given by:

$$C^{INV}_{H}(K,T,U) = C_S \left( Z_1 + Z_2 + Z_3 + Z_4 + Z_5 \right)$$  \hspace{1cm} (8)

![Figure 2: Evolution of the stock between two replacements when $U_t = d$](image)

With:

$$Z_1 = \frac{1}{2} \frac{K^2}{U_{max} - d}$$  \hspace{1cm} (9)

$$Z_2 = \Phi(T - A, d) \left( \frac{1}{2} \frac{(MTBF + MTTR)}{\Phi(T - A, d)} \cdot d \cdot MTTR \right)$$  \hspace{1cm} (10)

$$Z_3 = \Phi(T - A, d) \left( \frac{1}{2} \frac{K^2}{U_{max} - d} \cdot d \cdot MTTR \right)$$  \hspace{1cm} (11)

$$Z_4 = \Phi(T - A, d) \left( \frac{1}{2} \frac{K^2}{U_{max} - d} \cdot d \cdot MTTR \right)$$  \hspace{1cm} (12)

$$Z_5 = \frac{1}{2} \left( K - \Phi(T - A, d) \cdot MTTR \cdot d \right)$$  \hspace{1cm} (13)

When the production rate is different to the demand during the period $[t,T]$, we denote three possibilities. For a single cycle ($MTBF + MTTR$), we have:

- **Case A**: The production rate is higher than the demand. During the $MTBF$, the inventory level increases with time but...
  - Case $A_1$: The demand during the $MTTR$ is higher than the production (less demand) during the $MTBF$ (Figure 3).
  - Case $A_2$: The demand during the $MTTR$ is lower than the production (less demand) during the $MTBF$ (Figure 4).
- **Case B**: The production rate is lower than the demand. During the $MTBF$, the inventory level decreases with time (Figure 5).

![Figure 3: Zoom on the $Z_3$ area for the case $A_1$](image)

![Figure 4: Zoom on the $Z_3$ area for the case $A_2$](image)

![Figure 5: Zoom on the $Z_3$ area for the case $B$](image)

The total cost of inventory holding is given by:

$$C^{INV}_{H}(K,T,U) = C_S \left( Z_1 + Z_2 + Z_3 + Z_4 + Z_5 \right)$$  \hspace{1cm} (14)
\[ \begin{align*}
Z_2 &= \phi(T-A, U_i) \left( \frac{1}{2} \cdot \text{MTBF} \cdot (MTTR \cdot d) + \left( \text{MTTR} \cdot d \cdot \text{MTBF} \cdot (U_i - d) \right) \right) \\
&\quad + \frac{1}{2} \cdot \text{MTTR} \cdot (MTTR \cdot d) \\
&\quad + \left( \text{MTTR} \cdot d - \text{MTBF} \cdot (U_i - d) \right) \\
&\quad + \phi(T-A, U_i) \cdot \frac{1}{2} \left( \text{MTBF} \cdot \text{MTTR} \cdot U_i \right) \\
Z_3 &= \left( T - \frac{K}{U_{\text{max}} - d} \right) \left( \frac{1}{2} \cdot \phi(T-A, U_i) \cdot \left( \frac{d}{\text{MTTR} - \text{MTBF} \cdot (U_i - d)} \right) \right) \\
Z_4 &= \left( T - \frac{K}{U_{\text{max}} - d} \right) \left( \frac{K \cdot \phi(T-A, U_i)}{(d \cdot \text{MTTR} - \text{MTBF} \cdot (U_i - d))} \right) \\
Z_5 &= \frac{1}{2} \left( \frac{K - \phi(T-A, U_i)}{d} \right) \left( \frac{d}{\text{MTTR} - \text{MTBF} \cdot (U_i - d)} \right) \\
\end{align*} \]

**Shortage cost**

The total cost of shortage corresponds to the product of the shortage cost per unit per time unit by the number of product which are not delivered to the customer. From the figure 2, we have:

\[ C^\text{so} \left( K, T, U_i \right) = C_B \cdot \frac{1}{2} \cdot d \cdot Z_P - \left( K \cdot \phi(T-A,d) \cdot \text{MTTR} \cdot d \right) \]

For each case defined previously, we obtain the same result:

\[ C^\text{so} \left( K, T, U_i \right) = C_B \cdot \frac{1}{2} \cdot d \cdot Z_P - \left( K \cdot \phi(T-A,d) \cdot \text{MTTR} \cdot d \right) \]

**Maintenance cost**

For the maintenance strategy, the total cost of maintenance is given by:

\[ C_M \left( K, T, U_i \right) = C_M \cdot \phi(T-A, U_i) + C_M \]

**Average total cost**

For this model, the average total cost by time unit is given by:

\[ C \left( K, T, U_i \right) = \frac{1}{T} \cdot Z_P \]

\[ C \left( K, T, U_i \right) = \frac{1}{T} \cdot \left( \frac{1}{2} \cdot \frac{K^2}{U_{\text{max}} - d} + \phi(T-A, U_i) \cdot \frac{1}{2} \cdot \left( \text{MTBF} \cdot \text{MTTR} \cdot U_i \right) \right) \\
+ \left( T - \frac{K}{U_{\text{max}} - d} \right) \left( \frac{1}{2} \cdot \phi(T-A, U_i) \cdot \left( \frac{d}{\text{MTTR} - \text{MTBF} \cdot (U_i - d)} \right) \right) \\
+ \frac{1}{2} \left( \frac{K - \phi(T-A, U_i)}{d} \right) \left( \frac{d}{\text{MTTR} - \text{MTBF} \cdot (U_i - d)} \right) \\
+ C_M \cdot \phi(T-A, U_i) + C_M \]

To obtain the values of \( K^*, T^* \) and \( U_i^* \), the necessary condition is that the partial derivative with respect to each decision variable must be zero.

\[ \frac{\partial C \left( K, T, U_i \right)}{\partial K} = 0 \] (23)

\[ \frac{\partial C \left( K, T, U_i \right)}{\partial T} = 0 \] (24)

The computations are presented in Appendix A.

It is clear that the analytical resolution of this problem is difficult. Also, to minimize the average total cost, we use a discrete event simulation as defined in the next section. Furthermore, the model offers other advantages. It becomes possible to relax constraints in order to approach the actual operation of the system. In the numerical section, we will relax the assumption of “no failure during the feed of stock”.

**DISCRETE EVENT SIMULATION**

Our study is based on the discrete event simulation. To model our system, we must define the set of its states and the events that create transitions between these states.

The system is quite simple. It consists of a machine whose states correspond to “the machine is functional (\( R = 1 \))” or “the machine is in maintenance (\( R = 0 \))”.

The events that create transitions between the states of the system and that describe its behavior are the following:
- Start of the corrective maintenance;
- End of the corrective maintenance;
- End of production of a product;
- Arrival of a demand

Figure 6: Finite-state machine

We can note that the arrival of a demand is not dependent on the state of the system.

Algorithm of simulation

The algorithm of simulation is described by the following flow chart:

Figure 7: Diagram describing the algorithm of simulation.

The algorithm of simulation is given in appendix B.
NUMERICAL EXAMPLE

To illustrate the research work presented in this paper, numerical examples will be based on the following data:

\[ F(t) = 1 - e^{-\frac{t}{50}} \]

\[ U_{\text{max}} = 60 \text{ products/tu} (\text{tu: time unit}) \]

\[ d = 20 \text{ products/tu} \]

\[ \alpha = 0.4 \]

\[ G_r(t) = 1 - e^{-\frac{t}{3}} \]

\[ G_d(t) = 1 - e^{-\frac{t}{20}} \text{ tu} \]

\[ C_T = 0.25 \text{ mru/tu} (\text{mru: money unit}) \]

\[ C_y = 10 \text{ mru/tu} \]

\[ C_{\text{M}} = 500 \text{ mru} \]

\[ C_{\text{ap}} = 2000 \text{ mru} \]

For the simulation, we have chosen an increment of 10 tu for the variable \( T \), 5 products for \( K \) and 5 products/tu for \( U_r \).

The table 1 indicates the ten best results.

<table>
<thead>
<tr>
<th>( T )</th>
<th>( K )</th>
<th>( U_r )</th>
<th>( C(K, T, U) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>130</td>
<td>20</td>
<td>25</td>
<td>78.05</td>
</tr>
<tr>
<td>130</td>
<td>25</td>
<td>25</td>
<td>78.14</td>
</tr>
<tr>
<td>130</td>
<td>30</td>
<td>25</td>
<td>78.30</td>
</tr>
<tr>
<td>130</td>
<td>35</td>
<td>25</td>
<td>78.54</td>
</tr>
<tr>
<td>140</td>
<td>20</td>
<td>25</td>
<td>76.47</td>
</tr>
<tr>
<td>140</td>
<td>25</td>
<td>25</td>
<td>76.99</td>
</tr>
<tr>
<td>140</td>
<td>30</td>
<td>25</td>
<td>77.58</td>
</tr>
<tr>
<td>140</td>
<td>35</td>
<td>25</td>
<td>78.23</td>
</tr>
<tr>
<td>150</td>
<td>20</td>
<td>25</td>
<td>77.17</td>
</tr>
<tr>
<td>150</td>
<td>25</td>
<td>25</td>
<td>78.07</td>
</tr>
</tbody>
</table>

From this table, we can ascertain there is not “one optimal value” because the average costs per time unit are quite close. Although the value of \( T \) was tested in the interval [20, 100] good solutions are obtained when \( T \) is around 150 – 120 tu. It is primarily a trade-off between holding costs and maintenance costs.

The variable \( K \) does not seem to have much effect. However, for these values of \( K \), we have no shortage. The differences between the various average costs per time unit correspond to the holding cost for an increment of 10 products during two preventive maintenance.

Concerning the production rate, we obtain 25 pr/tu as optimal value, which is slightly higher than demand. This increase of production rate compensates downtime due to corrective maintenance without requiring a large buffer stock.

When the variable \( T \) is fixed, the increase of the average total cost is linked to the production rate. This cost is mainly due to the holding cost induced by the surplus of manufactured products.

CONCLUSION

This work can be seen as a continuation of works initiated by Chelbi et al. (2004). We added a new decision variable, namely production rate. Thanks to this new decision variable, the risk of shortage is minimized. Indeed, during the \( MTBF \), the buffer stock increases to offset declines as a result of demands. However, the \( MTBF \) is linked to this decision variable. The risk of failures increases the higher of production rate. From the numerical example, we remark that it is favorable to produce with a slightly higher production rate compared to the demand.

In future work, it might be interesting to consider imperfect maintenance. In this case, the duration of maintenance actions would not be the same but would be based on efficiency factors.
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APPENDIX A

\[
\frac{\partial^2 C(K, T, U_i)}{\partial T^2} = \frac{1}{(T + Z_p)} \left\{ \begin{array}{c}
\frac{\partial}{\partial T} \left( K - \frac{1}{2} (d \cdot MTTR \cdot MTBF \cdot (U_i - d)^2) \right) \\
\frac{\partial}{\partial T} \left( \frac{1}{2} (MTBF \cdot MTTR \cdot U_i) \right) \\
+ \frac{\partial}{\partial T} \left( \frac{T}{2} \frac{K}{U_{max} - d} \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
+ \frac{\partial}{\partial T} \left( \frac{T}{2} \frac{K}{U_{max} - d} \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
- \frac{T}{2} \frac{K}{U_{max} - d} \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
- \frac{T}{2} \frac{K}{U_{max} - d} \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
+ 1 \frac{\partial}{\partial T} \left( U_{max} - d \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
+ \frac{1}{2} \frac{\partial}{\partial T} \left( U_{max} - d \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
\end{array} \right\}
\]

\[
C_{V} = \frac{1}{2} \frac{1}{d} \left( \frac{T}{U_{max} - d} \right) \left( K - \frac{1}{2} (d \cdot MTTR \cdot MTBF \cdot (U_i - d)^2) \right) \\
+ C_{MC} \frac{\partial}{\partial T} \left( U_{max} - d \right) \left( \frac{T}{2} \frac{K}{U_{max} - d} \right) \\
+ \frac{1}{2} \frac{\partial}{\partial T} \left( K - \frac{1}{2} (d \cdot MTTR \cdot MTBF \cdot (U_i - d)^2) \right) \\
+ \frac{1}{2} \frac{\partial}{\partial T} \left( \frac{1}{2} (MTBF \cdot MTTR \cdot U_i) \right) \\
- \frac{T}{2} \frac{K}{U_{max} - d} \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
\frac{\partial}{\partial T} \left( \frac{T}{2} \frac{K}{U_{max} - d} \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
+ 1 \frac{\partial}{\partial T} \left( U_{max} - d \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
+ \frac{1}{2} \frac{\partial}{\partial T} \left( U_{max} - d \right) \frac{\partial}{\partial T} \left( U_{max} - d \right) \\
\right\}
\]
\[
\frac{\partial C(K, T, U_1)}{\partial U_j} = \left\{ \begin{array}{l}
\frac{1}{T + Z_{pj}} \\
\frac{K^2}{2} \cdot U_{\text{max}} - d \\
\frac{1}{2} \cdot \phi(T - A_1U_j) \\
\frac{T}{U_{\text{max}} - d} \cdot \left( \frac{1}{2} \cdot \phi(T - A_1U_j) \right)
\end{array} \right. \\
C_K \cdot \frac{\partial}{\partial U_j} \left( d \cdot \text{MTBF} \cdot (U_j - d) \right) \\
C_K \cdot \frac{\partial}{\partial U_j} \left( d \cdot \text{MTTR} \cdot (U_j - d) \right) \\
0
\]

\[
\frac{\partial}{\partial U_j} \left( \frac{1}{2} \cdot \phi(T - A_1U_j) \right) \\
+ C_2 \cdot \frac{\partial}{\partial U_j} \left( d \cdot Z_{pj} - (K - \phi(T - A_1U_j)) \right) \\
+ C_{KC} \cdot \frac{\partial}{\partial U_j} \left( \phi(T - A_1U_j) \right) \\
- C_{KC} \cdot \phi(T - A_1U_j) + C_{KC}
\]

0

APPENDIX B

The various inputs are given below:
- Failure law: \( \phi(T) \)
- Distribution of corrective maintenance time: \( C_{0c}(r) \)
- Distribution of preventive maintenance time: \( C_{0p}(r) \)
- Production rate: \( U_{\text{max}}, U_j \)
- Holding cost: \( C_i \)
- Shortage cost: \( C_p \)
- Maintenance costs: \( C_{KC}, C_{KC} \)
- Demand: \( d \)

The output corresponds to the total expected cost per time unit (inventory holding cost, shortage cost and maintenance cost) for each value of \((K, T, U)\)

The algorithm is given below:

**I. INITIALIZATION**

1.1 Initialize the effective cycle of simulation \( \text{TTOT} = 0 \)
1.2 Initialize the buffer stock level \( \text{NS} = 0 \)
1.3 Initialize the state of the equipment \( R = 1 \)
1.4 Generate the TBF \( v / \theta(T) \)

**II. BUILD UP A BUFFER STOCK**

2.1 While TTOT < T

**II.1 While NS < K**

2.1.1 Do \( z = \min(PT, \text{dem}) \)
2.1.2 Do PT = PT – z, \( \text{dem} = \text{dem} – z \)

**II.2 End while**

**II.3 Break;**

**II.4 End while**

**II.5 If T = 0 (end of a product)**

**II.5.1 Do NS = NS + 1**

**II.5.2 Do PT = 1/U_{\text{max}}**

**II.5.3 If \( \text{dem} = 0 \) (arrival of a demand)**

**II.5.3.1 Do NS = NS - 1**

**II.5.3.2 Do dem = i/d**

**II.5.3.3 Do C_{DT} = C_{DT} + C_{KC} \cdot NS \cdot z**

**II.5.3.4 Do TTOT = TTOT + z**

**II.5.4 End while**

**II.6 If R = 1**

**II.6.1 Do z = \min(v, PT, dem)**

**II.6.2 Do v = v – z, PT = PT – z, \text{dem} = \text{dem} – z**

**II.6.3 If v = 0 (begin of failure)**

**II.6.3.1 Do R = 0**

**II.6.3.2 Do v / \theta(T) (generate TTR)**

**II.6.4 If PT = 0 (end of a product)**

**II.6.4.1 Do NS = NS + 1**

**II.6.4.2 Do PT = 1/U_{\text{max}}**

**II.6.4.3 Do z = \min(v, PT, dem)**

**II.6.4.4 Do v = v – z, PT = PT – z**

**II.6.4.5 If v = 0 (begin of production)**

**II.6.4.6 Do R = 1**

**II.6.4.7 Do v / \theta(T) (generate TBF)**

**II.6.4.8 If dem = 0 (arrival of a demand)**

**II.6.4.9 If NS = 0**

**II.6.4.10 Do C_{DT} = C_{DT} + C_{KC}\cdot NS \cdot z**

**II.6.4.11 Do R = 0**

**II.6.4.12 Do v / \theta(T) (generate TTR)**

**II.6.4.13 Do NS = NS + 1**

**II.6.4.14 Do dem = i/d**

**II.6.4.15 Do C_{DT} = C_{DT} + C_{KC}\cdot NS \cdot z**

**II.6.4.16 Do C_{KC} = C_{KC} + C_{KC}**

**II.6.4.17 Do TTOT = TTOT + z**

**II.6.4.18 If TTOT < T go to II.**

**VI. PREVENTIVE MAINTENANCE**

VI.1. Do \( \mu_{K} = \mu_{K} \)
VI.2. While \( \mu_{K} > 0 \)

VI.2.1 While NS > 0

VI.2.1.1 Do \( z = \text{dem} \)

VI.2.1.2 Do NS = NS – 1

VI.2.1.3 Do \( \mu_{K} = \mu_{K} – z \)

VI.2.1.4 Do C_{DT} = C_{DT} + C_{KC}\cdot NS \cdot z**

VI.2.2 End while

VI.2.3 Do \( z = \text{dem} \)

VI.2.4 Do C_{DT} = C_{DT} + C_{KC}\cdot NS \cdot z**

VI.2.5 Do \( \mu_{K} = \mu_{K} – z \)

VI.2.6 End while

VI.4 Do C_{DT} = C_{DT} + C_{KC}\cdot (T+Z_{p})

VII. Display C = \((C_{DT} + C_{KC}\cdot T)/(T+Z_{p})\)
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