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PREFACE

Dear participants,

Welcome to Sweden and the 12th annual Industrial Simulation Conference (ISC), hosted by the School of
Engineering Science at the University of Skovde, 11-13 June 2014!

Over the years, ISC has become an annual forum for gathering international researchers and practitioners
together to exchange research outcomes, results and experiences as well as to discuss new challenges and
ideas within a very wide spectrum of simulation-related research and industrial applications. ISC'2014 is no
exception. Apart from many applications in manufacturing as usual, this year we will have presentations
related to petroleum refineries, energy systems, water supply networks, customer services and personnel
scheduling, underwater robotics and even “outer space croquet

7|

Skoévde is a small Swedish city in terms of population, but is known as one of the most important industrial
cities in the country. Both Volvo Trucks and Volvo Cars operate their engine manufacturing and assembly
facilities inside the city. The companies together, produce over half a million engines per year. Inside the
plant of Volvo Trucks in Skdvde, is where the largest foundry in Nordic Europe located. On the other side,
within the engine plant of Volvo Cars, you find one of the world’s most advanced automated guided vehicle
systems. We greatly acknowledge the sponsorship of Volvo Cars to ISC'2014 by offering a factory visit on the
second day of the conference.

With the integration of artificial intelligence and other computational intelligence techniques, simulation has
become a highly effective and practical optimization and decision-support tool in industry. Therefore, it is our
great pleasure to have one of the world-renowned experts in the area of evolutionary simulation
optimization, Professor Juergen Branke, to provide a keynote speech related to this exciting research area.
On the other hand, Sweden has some distinguished research communities in the areas of modelling,
simulation, virtual manufacturing and their industrial applications. Within this opportunity we have the
pleasure to invite two of the representative research leaders in Sweden, namely, Professor Rikard Séderberg
and Professor Peter Fritzson, to share their rich expertise and application experiences in two different
domains. We gratefully appreciate the participations of these three keynote speakers!

Last but not least, we would like to express our special thanks to Philippe Geril, Secretary General of
EUROSIS, who has taken the responsibility for most of the organizational matters. Many hanks for his hard
work and never-ending enthusiasm so that the 1SC'2014 is possible.

Once again, we wish you warmly welcome and hope that you will enjoy the conference and your stay in
Skévde/Sweden!

Conference Chairs
Amos Ng and Anna Syberfeldt
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COMPARISON OF SIMIO AND ARENA SIMULATION TOOLS

Antonio Vieira(“), Luis Dias® , Guilherme Pereira(b), José Oliveira

(b)

@® University of Minho, Campus Gualtar, 4710-057, Braga, Portugal.

(2)

KEYWORDS: Simulation, Arena, Simio

ABSTRACT

The purpose of this paper is to establish a
comparison between Simio and Arena, helping a vast
community of simulation practitioners to gain access to
advanced modelling capabilities to address complex
problems. Several aspects were compared, such as:
concept of simulation models, animation development,
modelling philosophies, Simio libraries and Arena
templates, concept of entities, interface of the tools and
Simio objects versus Arena blocks. The comparison
was consolidated through the analysis of two case
studies where the authors aimed to emphasize the way
each simulation tool addresses some important issues
related to model construction. The several compared
aspects indicate the many advantages of using the more
recent tool. Thus, this object-oriented tool appears to
have all the conditions to trigger a widespread paradigm
shift in the way practitioners build models.

1. INTRODUCTION

Simulation modelling is being widely used for
performance improvement of many systems (Hlupic,
2000, Hlupic and Paul, 1999). Consequently, the
number of simulation tools available is also increasing
and tools comparison becomes a required task. Yet,
“most of scientific works related to tools
comparison/reviews analyse only a small set of tools
and usually evaluating several parameters separately
avoiding to make a final judgement due to the
subjective nature of such task” (Dias et al., 2007). One
of such works was developed by Hlupic and Paul
(1999). The authors compared a set of simulation tools,
distinguishing  between users of software for
educational purpose and users in industry. In his turn,
Hlupic (2000) developed “a survey of academic and
industrial users on the use of simulation software, which
was carried out in order to discover how the users are
satisfied with the simulation software they use and how
this software could be further improved”. Dias and
Pereira et al. (2007, 2011) compared a set of tools based
on popularity on the internet, scientific publications,
WSC (Winter Simulation Conference), social networks
and other sources. “Popularity should never be used
alone otherwise new tools, better than existing ones
would never get market place” (Dias et al., 2007).
However, a positive correlation may exist between
popularity and quality, since the best tools have a
greater chance of being more popular. The author’s
final classification indicated that the most popular tool

antonio6vieira@gmail.com, ® luis.dias / guilherme.pereira / jose.oliveira @algoritmi.uminho.pt

at the date was Arena. The only new tool on the ranking
was Simio which obtained a good classification,
meaning that this tool has good odds of becoming more
popular and widely used in the future.

The development of Simio and Arena simulation
tools was leaded by the same author: Dennis Pegden.
Thus, it is normal that there are some resemblances
between them. “However care is required to ensure that
your knowledge of Arena does not become a handicap
that prevents exploiting the full power of Simio”
(Pegden, 2013a). Dennis Pegden (2007) exposed a
comparison between the two tools with the purpose to
“help experienced Arena users transition from Arena to
the new Simio” (Pegden, 2013a). His white paper
focused mainly on exposing some differences in the
concepts of the two tools regarding: models, entities and
resources concepts, animation development and
modelling philosophies. Yet, some practical differences
from the two tools were not addressed. To that end, this
paper intends to compare both tools, taking into account
several relevant factors but also enlightening the
learning of Simio.

Chapter 2 presents a review over the analysed
literature. In chapter 3, a comparison over the two
simulation tools is made, regarding: general concepts,
interface of the tools and Simio objects and Arena
blocks. Lastly, two case studies are presented and
analysed in chapter 4. In the final chapter, the main
conclusions of the conducted work are drawn.

2. LITERATURE REVIEW

2.1. Arena

In 1993 SIMAN and CINEMA (simulation
languages) were combined into a single tool: Arena
(http://www.erlang.com.br/arena.asp). This tool is a simulation
environment consisting of module templates, built
around SIMAN language constructs, as well as other
facilities and the CINEMA animation package (Altiok
and Melamed, 2010). Thus, when an Arena model is
created it is implemented in SIMAN code which is then
compiled and run without any need to write
programming code. SIMAN consists of blocks and
elements. Blocks are basic logic constructs that
represent operations (e.g. seize block). Elements are
objects that represent facilities such as resources,
queues and tallies (Altiok and Melamed, 2010). In 1995
the first version of Arena for Windows 95 was released.
It was the first to run in 32-bit systems. From 2000 on,
after being acquired by Rockwell, the software received
a huge development boost and new versions, in



increasingly shorter time periods, were launched.
Nowadays, the software is considered the most popular
simulation tool in the world (Dias et al., 2007, Pereira et
al.,, 2011). Since Arena already has many years of
existence, a lot of published documents is available
(Altiok and Melamed, 2010, Kelton et al., 2002).
However, the same does not apply to Simio.

2.2. Simio

Simio, developed in 2007 (Vik et al., 2010), is
based on intelligent objects (Sturrock and Pegden, 2010,
Pegden, 2007, Pegden and Sturrock, 2011). These “are
built by modellers and then may be used in multiple
modelling projects. Objects can be stored in libraries
and easily shared” (Pegden, 2013b). Unlike other
object-oriented systems, in Simio there is no need to
write any programming code, since the process of
creating a new object is completely graphic (Pegden and
Sturrock, 2011, Pegden, 2007, Sturrock and Pegden,
2010). The activity of building an object in Simio is
identical to the activity of building a model. In fact
there is no difference between an object and a model
(Pegden, 2007, Pegden and Sturrock, 2011). A vehicle,
a customer or any other agent of a system are examples
of possible objects and, combining several of these, one
can represent the components of the system in analysis.
Thus, a Simio model “looks” like the real system
(Pegden and Sturrock, 2011, Pegden, 2007). This fact
can be very useful, particularly while presenting the
results to someone non-familiar to the concepts of
simulation.

In Simio, the model logic and animation are built
in a single step (Pegden and Sturrock, 2011, Pegden,
2007). This feature is very important, because it makes
the modelling process very intuitive (Pegden and
Sturrock, 2011). Moreover, the animation can also be
useful to reflect the changing state of the object
(Pegden, 2007). In addition to the usual 2D animation,
Simio also supports 3D animation as a natural part of
the modelling process (Sturrock and Pegden, 2010). To
switch between 2D and 3D views the user only needs to
press the 2 and 3 keys of the keyboard (Sturrock and
Pegden, 2010). Moreover, Simio provides a direct link
to Google Warehouse, a library of graphic symbols for
animating 3D objects (Sturrock and Pegden, 2010,
Pegden and Sturrock, 2011).

Simio offers two basic modes for executing
models: the interactive and the experimental modes. In
the first it is possible to watch the animated model
execute, which is useful for building and validating the
model. In the second, it is possible to define one or
more properties of the model that can be changed, in
order to see the impact on the system performance
(Sturrock and Pegden, 2010).

According to Pegden (2007): although Simio
incorporates a number of innovative features in pursuit
of this goal, “only time will tell if this tool has bridged
the many practical issues that must be addressed to
trigger a widespread paradigm shift in the way
practitioners build models” (Pegden, 2007).

Currently there are not many studies that use Simio
for modelling systems. Even so, it is possible to find
some studies that used this tool for other types of
problems. Akhtar et al. (2011) studied the role of
consanguineous marriages in causing congenital
defects. Li and Wang (2011) developed a micro
simulation model to evaluate the performance and
service level of a ticket office. Vik et al. (2010) used
Simio to model a logistic system design of a cement
plant. Brown and Sturrock (2009) also used this tool to
improve a set of production processes. Lastly, Kai et al.
(2011) used Simio to explore simulation of casualty
treatment in wartime.

3. COMPARISON OF THE TOOLS

This chapter first concentrates on different views
of the conceptual philosophy of both tools when
developing a simulation model. Thereafter, it explains
different approaches of both tools as far as the interface
with the user is concerned. Lastly, this chapter shows
how the behaviour of Simio objects could be addressed
with Arena blocks - and this corresponds to the
implementation issue, where the authors aim to analyse
the practical aspects of building simulation models.

3.1. General Concepts Comparison

* Simulation model concept: In Arena when a user
refers to his “model” he is referring to the Arena
simulation model. Yet, in Simio, a model is simply an
object that can be instantiated in other models.

* Animation development: In Arena a user animates
his model as a 2-step process: first he draws process
flows for the model, and then, in a separate area of the
same drawing space, he adds levels, animated routes
and others, that are linked back to the process flow
(Pegden, 2013a). On the contrary, in Simio, the user
drags objects to a drawing space. Since they represent
the physical components of the system (Pegden and
Sturrock, 2011, Pegden, 2007) the objects define both
the logic and the animation of the model. Thus,
modelling and animation are done as a single step
(Pegden, 2013a). Moreover, Simio provides a direct
link to Google Warehouse, a library of graphic symbols
for animating 3D objects (Sturrock and Pegden, 2010,
Pegden and Sturrock, 2011).

* Modelling philosophies: In Arena, a model is built
by using the process orientation paradigm. In this
philosophy, the user defines elements that hold the state
of the system, and build process flows using blocks that
perform actions on the elements. These blocks are
passive and are only activated by the arrival of an entity
(Pegden, 2013a). On the other hand, Simio is a multi-
paradigm modelling tool, in the sense that it supports
both object orientation and process orientation. In fact,
the ability to mix object-based and process modelling
within the same model is one of the unique and very
powerful features of Simio (Pegden, 2013a). This way,
users can use the faster capacities of the object
paradigm and the more flexible capacities of the process
orientation (Pegden, 2013a). Thus, a user builds object-



based models by thinking in terms of the physical
objects in the system (machines, conveyors, etc.). These
objects are placed in the Facility and interact with each
other based on their internal logic. The process
orientation is used in the Process panel in which the
user constructs Arena-like process flows (Pegden,
2013a). This processes are used to either customize the
behaviour of an existent object, or to create new object
definitions (Pegden, 2013a). However, there are some
differences between the terminology of the processes in
Simio and in Arena, in the sense that in the first a
process is comprised of steps, elements, and tokens that
flow through a process executing steps that alter the
state of one or more elements. Hence, steps are like
Arena blocks (Pegden, 2013a).

* Libraries versus templates: An Arena template is a
set of hierarchical blocks (modules) that can be placed
in process logic. In contrast, a Simio library is a
collection of object definitions for placing objects in the
facility. This defines a new library that can be used by
other models, and so on. Thus, Simio libraries and
Arena template panels share the basic notion of user-
defined library, but they differ in the modelling
orientation that they are designed to support (Pegden,
2013a).

* Entities concept: Entities in Arena are part of a
model of the system and their only purpose is to carry
information (attributes) and to execute a process. In fact
every entity in an Arena model must have exactly the
same attributes (Pegden, 2013a). In Simio, entities have
object definitions, thus have their own intelligent
behaviour and can make decisions, such as reject
requests, decide to take a rest, etc. Moreover, each
entity has a token that corresponds to it and executes a
process. Thus, an entity in Arena corresponds to a token
of Simio (Pegden, 2013a).

3.2. Interface

3.2.1. Arena

Arena possesses 2 other tools incorporated: Input
analyser and Output analyser. While the first fits a
distribution to a sample data, the latter is a tool for
analysing the data resulted from a simulation process.

There are 3 main regions that can be identified in
the main Arena window:

1) Project bar

Located on the left side, it contains several
templates that can be attached or detached to the Project
bar. Templates are a set of blocks pre-defined or user-
defined, i.e., a collection of modelling tools. From
those, basic process, advanced transfer and advanced
process stand out. More information on Arena templates
can be found at (Vieira, 2013).

To build a simulation model with Arena a user
needs to use modules from the above mentioned
templates. There are 2 types of modules: Flowchart
blocks and data modules (Garrido, 2009). The user can
places blocks on the model window and connect them
to form a flowchart that describes the system he is

modelling. Data modules are data in spreadsheet-like
format that enables the user to edit some information.

2) Model window flowchart view

This region is located on the right side of Arena. It
is the workspace for the simulation model and will
contain all the model graphics, flowcharts, animation,
and other drawings.

3) Model window spread sheet view

Located on the right-hand side and below the
flowchart view, it shows the model data and some
details of the blocks being used/selected.

3.2.2. Simio

In Simio there are 3 areas that are always visible
and can be seen in Figure 1: the ribbons, the browse
panel and the tabbed panel views. These areas are
described in more detail in (Vieira, 2013).

4 Flow Library

& Standard i

projectbany] HodeiPropertes
B vy Sontes e e o i

Figure 1: General view of Facility

The tabbed areas are divided in: Facility, Process,
Definitions, Data and Results. More information on the
panels can be found at (Vieira, 2013).

3.3. Objects versus Blocks

This comparison will be made by trying to model
the same behaviour of Simio objects of the Standard
library, resorting to some Arena blocks. The objects
belonging to the Standard library are:

Source: This object is responsible for creating
entities. Figure 2 illustrates a Source object.
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Figuré 2: Source object
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This object is comprised by an output node, an
output buffer queue and the object itself. It is possible to
establish a comparison between this object and the
Create block of Arena, since both can define the entity
type, Interarrival times, number of entities per arrival,



maximum number of arrivals and the time offset until
the first arrival. However, in Simio it is possible to edit
many more properties like assign values to states, assign
add-on processes, make table references and state
assignments, change animation of created entities and
others. Figure 3 represents a Create block of Arena.
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Figure 3: Create block

Sink: Figure 4 illustrates a Sink object. This object
is responsible for eliminating entities from the system.
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Figure 4: Sink object
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This object is comprised by an input node, an input
buffer queue and the object itself. The Dispose block of
Arena has the same goal of this object. The Simio
object also allows the definition of add-on processes,
state assignments and others. Figure 5 displays a
Dispose block.
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Figure 5: Dispoée block

Server: “The Server object can be used to model a
single server or a single processing center with multiple
identical servers, depending upon the capacity specified
for the processing station” (www.simio.com). Figure 6
shows a Server object which is comprised by an input
node, an input buffer queue, a processing station, an
output buffer queue, an output node and the object
itself.
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Figure 6: Server object

The Process block of Arena has the same objective
of this object, since both model processes with a
determined processing time. In a Process block, the user
has to specify the type of process (e.g. seize, seize delay
release), the allocated resource, the processing time and
needs to assign the resource type. In a Server, this is

done in a more natural way, since the user does not need
to assign a specific type of resource to be seized.
Despite having the same goal, the Simio object allows a
user to edit a superior set of properties like secondary
resources, failures, state assignments, add-on processes,
and others. Figure 7 illustrates a Process block.
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Figure 7: Process block

Workstation: The most complex object of the
Standard Library. It is similar to a Server except that it
models the processing station in far more detail, since
the latter is represented by an operation divided into 3
activities: setup, processing, and teardown. All the
entities moving through the Workstation will perform
each of these activities. Figure 8 illustrates a
Workstation object. It is not possible to establish a
comparison between this object and a single block of
Arena. In order to model this object, a great number of
blocks would have to be used.
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Figure 8: Workstation object

Combiner: Matches multiple entities, groups them
into a batch, and then attaches the batched members to a
parent entity. Figure 9 illustrates a Combiner.
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Figure 9: Combiner object
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This object is comprised by a parent input node, a
member input node, a parent input buffer queue, a
member input buffer queue, a processing queue, an
output buffer queue, an output node and the object
itself. In Arena it is possible to model this behaviour by
using the blocks Match to synchronize the entities and
then, the Batch block to attach those entities together.
Nevertheless, in Simio there is the possibility to
visualize the member entities of a parent entity as they
travel through the model. Figure 10 illustrates the



addressed situation. In this image a tray (parent entity)
waits for 2 cakes (member entities) to be combined. The
cakes can be visualized through the creation of a batch
member queue for the tray entity.
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Figure 10: Combiner exampie in Simio

The Combiner also offers the possibility to edit
properties like failures definition, add-on processes,
state assignments, secondary resources, capacity types
and others. Figure 11 displays the two blocks: Batch
and Match of Arena.
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Figure 11: Match and batch blocks

Separator: Either separates batched members
from a parent entity, or makes copies of an entity.
Figure 12 illustrates a Separator object, which is
comprised by a main object, an input node, an input
buffer queue, a Processing queue, a parent output buffer
queue and a member output buffer queue.
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Figure 12: Separator object

A comparison between this object and the Separate
block of Arena can be established. Apart from the
common goal of the object and the block, the first also
offers the possibility of editing further properties like
define failures, add-on processes, state assignments,
secondary resources, capacity types and others. Figure
13 illustrates a Separate Arena block.
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Figure 13: Separate block

Resource: Generic object with capacity that can be
seized and released by other objects. Entities do not
pass through this object, unlike the previous ones. In
fact, the placement of this object on the Facility, only
intends to declare the existence of a resource type that
can be seized and released. In Arena, a user defines

resource types through the Resource data module, in
order to achieve the same behaviour. Despite this, in
Simio the concept of resources is quite different and
much more robust than in Arena, due to the fact that any
object can seize and release any other object. In this
object, a user can also define failures, add-on processes
among others. Figure 14 shows a Resource object.
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Vehicle: Used to model devices that follow a fixed
route (e.g. bus, train, etc.), or respond to dynamic
requests for pickups (e.g. taxi, AGV, etc.). Similarly to
the Resource object, the placement of this object on the
Facility only intends to declare the existence of a
vehicle type. Therefore this object is not connected to
any object and thus entities do not pass through it.
Figure 15 illustrates a Vehicle object.
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Figure 15: Vehicle object

This object is comprised by a ride station queue
and the object itself. Arena also possesses the concept
of vehicles to transport entities though these cannot
follow fixed routes. Additionally, in Arena a transporter
can only transport an entity at a time, whilst in Simio
this can be done several entities at a time. To model
transports in Arena it is necessary to use the template
AdvancedTransfer, more specifically the blocks
Request, Transport and Free. This object also allows a
user to define failures, population number and others.
Figure 16 illustrates these blocks combined, in order to
model a transport.
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Figure 16: Using Arena blocks to model a transport

Worker: Defines a moveable resource that may be
seized, released or used to transport entities between
nodes. In contrast to the Vehicle that supports a Routing



Type which can be on demand or fixed, the Worker
always operates on demand, i.e., the Worker always
waits for either a visit request or a transport request.
Additionally, unlike the Vehicle, the Worker has the
ability to follow a work schedule and the Worker
always assigns priority to seize visit requests over
transport requests. This object is comprised by a ride
station queue and the object itself. In Arena, the notion
of moveable resources does not exist. Figure 17 shows a
Worker object.
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BasicNode: Models a simple intersection between
multiple links and can also be used as input nodes of
objects. This object cannot model changes of
destination. In Arena, a block with a similar concept to
the nodes of Simio is the Station block. Figure 18 shows
a BasicNode object and Figure 19 illustrates a Station
block.
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Figure 19: Station block

TransferNode: Models a complex intersection for
travel mode. Unlike the previous object, this can model
changes of destination. Additionally, the TransferNode
can be used as output nodes of objects. Figure 20
illustrates a TransferNode object.
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Figure 20: TransferNode object

Connector: Represents a simple zero-time travel
link between 2 nodes. In Arena, the same goal is
achieved by connecting 2 blocks, using the connect
option. Figure 21 displays this object connecting a
Source to a Sink.
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Figure 21: Connector object

TimePath: Used to transfer entities between 2
nodes with a specified travel time. Figure 22 shows a
TimePath connecting a Source to a Sink.
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In Arena, to model the same behaviour, it is
necessary to use the template AdvancedTransfer, more
specifically, the blocks Station and Route. Figure 23
illustrates an example of these blocks being used.
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Figure 23: Using Arena blocks to model routes

Path: Represents links over which entities may
move independently, at their own speed rates. Figure 24
shows a Path object, connecting a Source to a Sink. In
Arena it is not possible to achieve the same behaviour
of this object.
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Conveyor: Entities traveling on this kind of
connection do not “move®. Their movement is done by
a conveyor that can be accumulating or non-
accumulating. Figure 25 illustrates a Conveyor between
a Source and a Sink.
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Figure 25: Conveyor object

In Arena, to model the same behaviour it is
necessary to use the AdvancedTransfer template, more
specifically, the blocks Station, Access and Convey.
Figure 26 illustrates a conveyor being modelled in
Arena.
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Figure 26: Using Arena blocks to model conveyors

4. CASE STUDIES

This chapter intends to introduce two case studies
and analyse the way both simulation tools address the
same problem. First, using a basic example - then,
adapting it to the use of transports, which is a very
important aspect of the development of any simulation
model regarding the representation of a real operating
system.

4.1.1. Basic Problem
* Problem description: This problem consists on a
situation where trucks arrive at a factory and need to
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unload its merchandise. Each truck is loaded with
malfunctioning TVs that have to be repaired by
repairmans. After a TV is repaired, it has to go to the
inspection, where the inspectors will evaluate its
condition. If the TV has no more defects, it goes to a
truck parked outside. The trucks wait for repaired TVs
and then leave the system.

* Basic problem in Arena: This system was
modelled using Arena. Figure 27 shows the developed
simulation model.

Figure 27: Basic problem in Arena

For modelling this system, two types of entities
were used: one to represent the trucks and another to
represent its merchandise. To create entity types, a user
needs to use the Data module Entity. The Create block
“Arrival of trucks” only creates entities of the type
truck. After the creation of a truck, the Separate block
“Material removal from the truck” is responsible for
separating the truck and its merchandise, though, the
merchandise will be animated with the same image as
the truck. Since this does not correspond to what is
intended, the Assign block “Update entities” updates
the image of the entity of the merchandise. After being
separated from its merchandise, the truck waits for the
repaired TVs on the Match block. Thus, the TVs need to
be repaired by the Process “Repair”. In this process, an
entity seizes a repairman, delays the allocation for a
specified process time correspondent to the time needed
to repair a TV and then releases the repairman, allowing
his allocation to another entity. When the reparation is
concluded, the TV follows to the “Inspection” process.
In it, an inspector is seized by an entity for a specified
process time and then is released, in order for the
inspector to be allocated to another entity. This process
evaluates whether or not the TV still has any defects.
Nearly 25% of the entities that pass through this
inspection fail on the test and thus, need to be repaired
again. This situation is modelled by the block Decide
“Problem?”. Before repeating the “Repair” process, the
image of a red ball is assigned to these entities. In the
Batch block, the fixed TVs that will go to a truck wait
until a specified value of TVs is reached. After the
number is reached, the truck leaves the system with the
merchandise, through the Dispose block.

* Basic problem in Simio: Figure 28 shows the
developed model in Simio.

By looking at the model developed in Simio, the
most notable difference to the same model developed in
Arena is the animation. Simio’s model is much more
realistic, in fact, it “looks” like the real system.
However, there are several more differences that will
now be addressed. Firstly, in Simio a user may associate
an array of symbols to an object. Thus, in this model



two symbols were associated to the TV: a regular TV
for TVs that haven’t been repaired or TVs with no
problems and a red TV for TVs with defects. Secondly,
the creation of an entity type is done by simply
dragging a ModelEntity object to the Facility. In this
case, two of these objects were dragged: the truck and
the TV. Another difference is the fact that in Arena, in
order to model the change of destination of TVs that
need to be repaired anew, the block Decide needs to be
used. Yet, in Simio, the same goal can be achieved by
adding a Path between the output node of the
“Inspection” and the input node of the “Repair” and
editing the respective probabilities of each destination.
Additionally, any object can perform state assignments
when entities enter or before leaving the object. In this
sense, when entities fail the inspection and need to be
repaired again, the Path connecting the two objects
assigns the symbol red TV to the image of the entity.
Lastly, in Simio only the Combiner object is necessary
to model the Match and Batch blocks. In fact, this
makes much sense, since the two blocks are used
together almost every time in Arena. The parent input
buffer queue displays the trucks waiting for the
merchandise and the member input buffer queue
displays the TVs waiting to be combined. When the
later reaches a specified number, the first truck of the
parent input buffer queue leaves the system through the
Sink.
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Figure 28: Basic problem in Simio

4.1.2. Problem with Transports
* Problem description: This problem corresponds to
the previous one with the introduction of transports.
More specifically, in this case study, the merchandise
removal from the trucks that arrive at the system and the
loading of the trucks with repaired TVs is done with the
help of forklifts. Also, when a TV needs to be inspected
or to repeat the reparation process, it is placed on a
conveyor.
* Problem with transports in Arena: Figure 29
illustrates the developed model in Arena and Figure 30
shows the correspondent model animation.

As can be seen, the physical model is created
separately from the logical model.
* Problem with transports in Simio: Figure 31
shows the developed model in Simio.

As can be seen, the same model can be built using
a lower number of components. This is due to the fact
that, for instance, to model the Vehicles (forklifts) and
the Conveyors it is only necessary to drag the
correspondent objects to the Facility and edit their
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properties. On the other hand, in Arena a great number
of blocks need to be used to achieve the same goal.

To develop the considered case studies in both
tools, the authors concluded the modelling in Simio was
done in a simpler, faster and more intuitive way.
Regarding the animation of the models, by examining
the figures related to the case studies, it is clear that
Simio models “look™ like the real system. Lastly, there
are some systems that can be modelled in Simio and are
impracticable to achieve in Arena. Such a case can be
consulted in (Vieira, 2013).
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Figure 31: Problem with transports in Simio '

5. CONCLUSIONS

Simulation modelling is being widely used for
performance improvement of many systems (Hlupic,
2000, Hlupic and Paul, 1999). Hence, the comparison of
simulation tools becomes a required task. In this
context, Dias et al. (2007, 2011) compared a set of tools
based on the popularity of most commercial tools. The
author’s final classification indicated that the most
popular tool at the date was Arena and the only new
tool on the “top 20” was Simio, both developed by the
same authors: Dennis Pegden and David Sturrock.
Thus, it should be normal that there are some
resemblances between them. In this context, this paper
intended to compare both tools taking into account
several factors, such as: concepts of simulation model,
animation development, modelling philosophies, Simio
libraries versus Arena templates, entities concept,
interface of the tools and Simio objects versus Arena
blocks. Lastly, two case studies were addressed, in
order to analyse the way both problems should be
modelled on each tool.

Once the comparison of the tools was concluded,
several aspects can be highlighted. Firstly, the Arena
interface is simpler than Simio’s. Regarding published
documentation, Arena is highly more referenced than
Simio. However, the latter is a much more recent tool.



The most visible difference between the models of
Arena and Simio is the animation. Whilst in Arena the
animation is developed in a separated step of the
modelling, in Simio the modelling and the animation
are done as a single step and the direct link with Google
Warehouse makes the models very similar to the real
systems. Even so, there are more differences in the
systems modelling approach of each tool. Namely,
Arena uses the process orientation while Simio is a
multi-paradigm tool and its main feature is the ability to
model intelligent objects and everything in Simio is an
object. Consequently, Simio’s entities are objects with
their own intelligent behaviour and can make decisions,
reject requests, etc. Moreover, entities have tokens that
correspond to them and execute processes, while in
Arena the only purposes of entities is to carry
information (in their attributes) and to execute processes
(Pegden, 2013a). Thus, an entity in Arena is similar to a
token in Simio (Pegden, 2013a).

The comparison of objects in the Standard library
of Simio with the blocks in the Basic Process template
of Arena showed some resemblances between them, in
the sense that most Arena blocks can be modelled by a
correspondent Simio object, making it a very intuitive
tool to use for Arena users. However, there are cases, in
which the user needs to use a great number of blocks to
achieve the same goal of a single Simio object.
However, a great number of advantages of the Simio
objects are noted, like the possibility of assigning values
to states, add-on processes, arrays of animation, failures
and schedules without the need to create new objects.
Furthermore, some cases can be easily and quickly
modelled in Simio than in Arena, for instance the
utilization of conveyors or transports in Simio is
achieved by simply dragging the correspondent objects
to the Facility while in Arena a greater number of
blocks need to be used.

The development of the chosen case studies
showed that it is possible to model the same model of
Arena, in Simio. Nevertheless, it required less effort and
time to model the considered examples, in Simio.
Moreover, Simio model’s shape mimics the real
system’s layout, having required a lower abstraction
level to develop.

An example of a case study developed in Simio,
where it would be impracticable to model the same
system in Arena was also given.

The compared aspects indicate the many
advantages of using Simio. However, there are some
down-sides typical of a recent tool. For instance, in
Simio a user cannot create a clock to have a better
perspective of the simulation time passing. In Arena this
is very simple to add to a model. Another feature that
Arena possesses and Simio does not is the incorporated
tools: Input and Output Analyser. Also, at the date this
paper was prepared there were some features that were
not completely implemented (e.g. acceleration of
entities). Nevertheless, this object oriented tool appears
to have all the conditions to “trigger a widespread
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paradigm shift in the way practitioners build models”
(Pegden, 2007).
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ABSTRACT

Bubble and dew point temperatures and process pressure
correlations were developed to eliminate the large
deviations in the bubble and dew point temperature
calculations of hydrocarbon mixtures. The correlation gives
good initial equilibrium constant (K) estimates for the
thermodynamic calculations. Developed correlation is
based on actual bubble and dew point temperatures
covering a wide range of petroleum assays such as light
straight run naphta (LSRN), heavy straight run naphta
(HSRN), kerosene, light atmospheric diesel (LAD) and
heavy atmospheric diesel (HAD). The correlation uses a
simple power law depending upon the process pressure and
a hydrocarbon physical property, mean average boiling
point (MeABP). Correlation constants were obtained for
different types of thermodynamic methods and gave good
estimates for the initial K values. The TUPRAS Simulation
Platform uses the initial estimates for any flash procedure
of hydrocarbons and evaluates the stream conditions to
determine its bubble and dew point temperatures.

INTRODUCTION

The TUPRAS Simulation Platform is developed by R&D
Department for simulating crude oil unit and includes
thermodynamic models library and necessary flash
calculations. Flash calculation of a hydrocarbon mixture
gives the process information at a specified temperature
and pressure or at a specified temperature and vapor mole
fraction. Flash calculations are crucial mathematical
operations to determine the stream properties before
evaluating them in a refinery unit. In the simulation tool,
refinery unit models use this information for further
calculations.

The flash calculation of a dew or bubble temperature of a
stream is performed by using the given information such as
process pressure and vapor mole fraction of the defined
hydrocarbon assay. The flash calculation mentioned in
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literature is given as scheme in Figure 1 (Elliott and Carl
2012; Walas 1985). In order to calculate the bubble or dew
temperature of a stream, a good initial estimate of
temperature should be assumed in order to begin with a
better estimate for K values. Some of the previously
developed correlations for K values take into account the
pressure and composition effects (Ahmed 2007). In our
work, initial K value equation (Wilson correlation) is
chosen as;

K= texp[537(1+w) (1-—=—) (1)

TppoT Taew

Initial Temperature Estimation

Initial K estimation

—>  Thermodvnamics

Update K values

Final Bubble-Dew Temperature

Figure 1: Bubble and Dew Point Calculation Procedure

Where K is the equilibrium constant of pseudo component
i, w; is the accentric factor of pseudo component i, P ; and
T,; are the critical pressure (bar) and temperature (°R) for
each pseudo component respectively (Wilson 1968). Riazi-
Daubert correlation is used to obtain critical pressure and
critical temperature of pseudo components (Riazi and
Daubert 1987; API 1997). Also, correlation suggested by
Pitzer is used for acentric factor (Pitzer et al. 1955). In
Equation (1), T, stands for boiling point temperature and
can be replaced by Ty, if dew temperature calculation is
interested in.

In Equation (1), a bubble or dew point temperature estimate
is required in order to initialize K values. Generally, for
Tpp, it is advised to use a temperature slightly below the
boiling point temperature of the most volatile component or
slightly above the boiling point temperature of the least
volatile component of the hydrocarbon assay (Vidal 2003).



However, this rule of thumb is not applicable at pressures
far from the atmospheric pressure since calculated K values
deviates too much at this pressures. At the end of the first
iteration, the calculation of the bubble or dew point
temperature is far away from the actual one. Therefore, in
each iteration K values tend to increase or decrease too
much and flash calculations mostly diverge.

In this work, a simple correlation is developed to start with
good initial temperature estimates for the flash calculations.
In the literature, initial temperature is determined according
to boiling point temperature of volatile pseudo component
in petroleum fraction. It remains constant for the same
petroleum fraction while pressure is changing. However,
dew and bubble point temperatures depend on the system
pressure. The resulting correlation includes the effect of the
pressure and petroleum fraction properties.

CORRELATION DEVELOPMENT

A simple correlation was developed to make better initial
estimates for K values of hydrocarbon mixtures. To do this,
five different petroleum assays (LSRN, HSRN, Kerosen,
LAD and HAD) were selected. The ASTM D86
experimental data of the assays is given in Table 1 with
their mean average boiling points (MeABP) and American
Petroleum Institute (API) gravities.

Table 1: ASTM D86 Data of Hydrocarbon Mixtures

Volume LSRN HSRN KERO LAD HAD
% R® R R® R R
1 545.7420 630.8+26 791.4+31 861.6+39 1014.8+42
10 560.146 661.2+9 815.7+17 917.4+13 1066.1£16
30 569.1+13 680.8+7 825.2+10 959.0+15 1101.5+14
50 579.9+11 703.2+8 840.7+8 991.0+12 1136.8+12
70 592.5+12 729.6£10 864.1+13 1027.0£9 1172.4+17
90 606.9+8 762.4+12 910.5£9 1096.7+12 1218.5+20
95 610.5+10 780.6+9 933.6+12 1140.2+10 1240.1+13

MeABP 578.0+10 700.0£12 845.0£15 987.0+£19 1131.0+£20
APl 85.6£5.2 604+4.5 46.6£3.7 38.1+2.4 28.8+1.3

Table 2: Pressure & Dew Points of Hydrocarbon Mixtures

LSRN HSRN KERO LAD HAD
Pressure Tdew Tllew Tdew Tllew Tdew
Bar RO RO RO RO RO
0.5 542.2 682.7 821.3 9872 1116.9
2.0 617.3 767.6 920.8 1091.4 1236.7
4.0 664.8 820.8 983.1 11563 1310.6
6.0 696.6 856.2 10245 1199.0 1359.0
8.0 721.1 883.5 10564 1231.5 1395.7
10.0 741.5 905.9 1082.7 1258.1 14253
15.0 781.8 949.8 11339 1308.1 N.A.
20.0 813.1 983.3 11727 N.A. N.A.
25.0 839.0 1010.1 N.A. N.A.  N.A.
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From the ASTM D86 data of the assays, bubble and dew
point temperatures were determined at the specified
pressure by using good initial estimates of bubble and dew
temperatures. In bubble point calculations, total vapor mole
fraction (n,) is known to be zero and in the dew point
calculations it is one since dew point is the point where first
liquid droplet begins to condense. In Table 2, dew point
temperatures (in Rankine) of hydrocarbon assays are listed
against its process pressure and the data is plotted in Figure
2.

The correlation developed here is based on the data
obtained from the flash calculations of hydrocarbon
mixtures at the specified pressure and total vapor mole
fraction. If a power law fitting procedure is applied to the
data in Figure 2, one can obtain a relation between T, and

P as the following;
7, =mxP" (2)

Where 1’ Jew 18 in Rankine and P is in Bar.
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Figure 2: Dew Point Temperature & Pressure for
Hydrocarbons.

Other than pressure, there should be at least one important
physical characterization factor for petroleum assays in
equation (2). Mean average boiling point is one of the
important physical parameter which characterizes the
petroleum assay and it is described by;

MeABP =(SGxK,, )’ )
Where, SG stands for specific gravity and K,, stands for
Watson characterization factor.
In order to embed the MeABP data into equation 2, the
constants m and n were plotted against MeABP (Figure 3
and Figure 4).
Linear fitting was applied to the data in Figure 3 and Figure
4 and the following equations were obtained.

m=ax MeABP+b 4

n=cxMeABP+d 5)
Where MeABPis in Rankine in equations (4) and (5).
Surprisingly, the m value is linearly correlated with
MeABP whereas n value has some small deviations from



linearity. From linear fitting, dew temperature constants
can be determined easily and the equation (2) becomes;

. =(ax MeABP + b) x PplexMeABP+d) ©)

dew or bubble
Where, T and MeABP are in Rankine and P is in Bar.
Correlation parameters a, b, ¢ and d are reported in Table 3
for bubble-dew temperatures calculated by different kind of
thermodynamic methods such as Soave Redlich Kwong
(SRK) and Peng Robinson (PR) equation of states and
Chao Seader (CS), Grayson Streed (GS).

1200 4 1 -
1000 - .
E
800 ]
| '“wu\n |
600 3
600 l 800 1000 1200
MeABP (R")
Figure 3: m & MeABP relation
012 ; . T
0,114 -
0,104 I -
=
0,09 - ’ -
0.08 4 -
600 800 1000 1200
MeABP (RY
Figure 4: n & MeABP relation
Table 3: Constants of equation 4 for different
thermodynamic methods.
TM. Temp. a b c d
SRK Bubble -0.983 1654.6 0.0000369 0.07856
Dew -1.089 1799.3 0.0000576 0.04583
PR Bubble -0.985 1657.1 0.0000382 0.07789
Dew -1.092 18022 0.0000588 0.04513
cS Bubble -0.971 1646.1 0.0000313 0.08330
Dew -1319 2029.9 0.0001103 0.00681
GS Bubble -0.992 1668.2 0.0000595 0.05100
Dew -1.105 1820.0 0.0000830 0.01560
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Although different constants were obtained for equation
(6), estimation of initial temperatures for bubble and dew
point calculations can be applied for any thermodynamic
method. The initial estimates obtained from the correlation
given in this work make the convergence of flash
calculations faster and more reliable.

CONCLUSIONS

A simple correlation, that uses system pressure and
MeABP of hydrocarbon mixtures, has been developed for
the initial estimate of the bubble and dew point
temperatures of petroleum assays. The correlation gives
values that are very close to bubble and dew point
temperatures of mixtures. Hence, the flash calculations
converge faster.

Although very promising results have been obtained, as
future work, it is intended to improve the correlation both
by including new properties such as API, Watson K etc.
and by performing the statistical analysis for a longer
period of time.
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ABSTRACT

The paper recommends an approach to estimate effectively
the probability of buffer overflow in self-similar queuing
networks with finite buffer capacity. Simulations with
stochastic (or long-range dependent) traffic source models
are conducted. A new efficient algorithm, based on the
RESTART method, is developed and applied to accelerate
the buffer overflow simulation in a finite buffer single
server model under long-range dependent self-similar
traffic load with different buffer sizes. Numerical
examples and simulation results are provided.

INTRODUCTION

The growth of broadband networks and the Internet has
been exponential in terms of users and telecommunication
systems as well as in traffic in recent years. The currently
used high-speed communication networks are able to
support a wide range of multimedia applications, such as
audio, video and computer data that differ significantly in
their traffic characteristics and performance requirements.
One promising goal for telecommunications developers is
to build a unified high-speed communication network
platform capable of carrying diverse traffic, including
long-range  dependent self-similar teletraffic, and
supporting diverse levels of quality of service (QoS).
(Radev and Lokshina 2010; Lokshina 2012).

Recent studies of the high-speed communication network
traffic have clearly shown that teletraffic (technical term,
identifying all phenomena of transport and control of
information within the high-speed telecommunication
networks) exhibits long-range dependent self-similar
properties over a wide range of time scales (Lokshina
2012).

Therefore, self-similar queuing systems are appropriate
reference models for the high-speed communication
network traffic as they provide capacity to estimate the
network performance, allocate resources, and ensure the
QoS. The impact of self-similar models on queuing and
network performance is very significant, and the main
trends in such findings are associated with efficient
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simulation of real teletraffic data in the high-speed
communication networks and, also, with analyzing self-
similar queuing models and protocols in practical traffic
scenarios.

Furthermore, recent studies of rare events in the high-
speed communication networks confirmed that rare events
take place in telecommunication networks also when
evaluating reliability and performance. The frequency of
rare events is very small, e.g. 10 or less; however, the
rare event probability can be used to simulate, estimate
and analyze many queuing and network characteristics.
Self-similar queuing systems are suitable reference models
being used in different methodologies and techniques to
accelerate rare event simulation in  high-speed
communication networks. Estimation of buffer overflow
probability, which in recent telecommunications studies is
acknowledged as a rare event, using Monte Carlo
simulation requires a very long computing time and cannot
easily be implemented (Rubino and Tuffin 2009). Instead,
estimation of buffer overflow probability with Importance
Sampling (IS) and Cross-Entropy algorithms that
accelerate rare event simulation with Markov chains
(Radev and Lokshina 2006-b; Lokshina and Bartolacci
2012) can be applied to a wide range of optimization tasks.
This paper will take a different, new approach with
estimation of buffer overflow in SSM/M/1/B self-similar
queuing systems with finite buffer capacity applying
steady-state simulation.

The remaining of this paper is organized as follows:

e  Self-similar processes in diverse high-speed
communication network traffic are discussed in
section 2.

e  Section 3 explains the unique properties of long-
range dependent self-similar processes that do not
degenerate with increase of the non-overlapping
batch size to infinity in difference with traditional
processes, which are normally used in modeling
IP queuing network traffic that degenerate.

e Section 4 describes the buffer overflow
simulation in SSM/M/1/B self-similar queuing
systems with long-range dependent processes.

e Section 5 describes the limited relative error
algorithm for buffer overflow simulation in
SSM/M/1/B self-similar queuing systems with
finite buffer capacity.

e Simulation results and performance evaluation
are given in section 6.



e Finally, conclusions and future insights are
provided in section 7, followed by
acknowledgements and references.

SELF-SIMILAR PROCESSES IN DIVERSE HIGH-
SPEED COMMUNICATION NETWORK TRAFFIC

Self-similar teletraffic exhibits long-range dependent self-
similar properties over a wide range of time scales and is
usually observed in LAN and WAN, where superposition
of strictly independent alternating ON/OFF traffic models,
whose ON- or OFF-periods have heavy-tailed distributions
with infinite variance, can be used to model aggregate
queuing network traffic that exhibits long-range dependent
self-similar behavior, typical for measured LAN traffic
over a wide range of time scales (Radev and Lokshina
2010; Lokshina 2012).

Long-range dependent self-similar teletraffic is also
observed in ATM networks: when arriving at an ATM
buffer, it results in a heavy-tailed buffer occupancy
distribution, and a buffer cell loss probability decreases
with the buffer size not exponentially, like in traditional
Markovian models, but hyperbolically (Radev and
Lokshina 2006-a; Radev and Lokshina 2010).
Furthermore, long-range dependent self-similar or long-
range dependent teletraffic is observed in the Internet as
many characteristics can be modeled using heavy-tailed
distributions, including the distributions of traffic times,
user requests for documents, and document sizes. In IP
with TCP self-similar queuing networks the transfer of
files or messages shows that the reliable transmission and
flow control mechanisms serve to maintain long range
dependent structure included by heavy-tailed file size
distributions (Bobbio et al. 2003).

Long-range dependent self-similar video traffic provides
possibility for developing models for Variable Bit Rate
(VBR) video traffic using heavy-tailed distributions
(Radev and Lokshina 2006-a; Radev and Lokshina
2010).Therefore; we can clearly see that impact of self-
similar models on the queuing and network performance is
very significant.

The properties of long-range dependent self-similar
teletraffic are very different from properties of traditional
models based on Poisson, Markov-modulated Poisson, and
related processes. More specifically, while tails of the
queue length distributions in traditional teletraffic models
decrease exponentially, those of self-similar teletraffic
models decrease much slower.

Therefore, the use of traditional models in high-speed
communication networks characterized by long-range
dependent self-similar processes can lead to incorrect
conclusions about the queuing and network performance.
Traditional models can lead to over-estimation of the
queuing and network performance, insufficient allocation
of communication and data processing resources, and
consequently difficulties in ensuring the QoS.
Self-similarity can be classified into two types:
deterministic and stochastic (Radev and Lokshina 2010;
Lokshina 2012).

In the first type, deterministic self-similarity, a
mathematical object is assumed to be self-similar (or
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fractal) if it can be decomposed into smaller copies of
itself. That is, deterministic self-similarity is a property, in
which the structure of the whole is contained in its parts.
This work is focused on stochastic self-similarity. In that
case, probabilistic properties of self-similar processes
remain unchanged or invariant when the process is viewed
at different time scales. This is in contrast to Poisson
processes that lose their burstiness and flatten out when
time scales are changed (Radev and Lokshina 2010).
However, the time series of self-similar processes exhibit
burstiness over a wide range of time scales. Self-similarity
can statistically describe teletraffic that is bursty on many
time scales (Lokshina 2012).

One can distinguish two types of stochastic self-similarity.
A continuous-time stochastic process Y, is strictly self-
similar with a self-similarity parameter H (1/2<H<1), if Y.,
and Y, (the rescaled process with time scale cf) have
identical finite-dimensional probability for any positive
time stretching factor c.

This definition, in a sense of probability distribution, is
quite different from that of the second-order self-similar
process, observed at the mean, variance and
autocorrelation levels (Lokshina 2012).

The process X is asymptotically second-order self-similar
with 0.5<H<1, if for each k large enough p™ — pj, as
m—>c0, where p=E[(Xi-4)(Xii-12))/c”.

In this work the exact or asymptotic self-similar processes
are used in an interchangeable manner, which refers to the
tail behavior of the autocorrelations (Radev and Lokshina
2010; Lokshina 2012).

LONG-RANGE DEPENDENT SELF-SIMILAR
PROCESSES

Recent studies of high-speed communication networks
have evidently shown that the most striking feature of
some second-order self-similar processes is that the
accumulative functions of the aggregated processes do not
degenerate as the non-overlapping batch size m increasing
to infinity. Such processes are known as Long-Range
Dependent (LRD) processes (Bobbio et al 2003; Radev
and Lokshina 2010; Lokshina 2012).

This is in contrast to traditional processes used in
modeling IP queuing network traffic, all of which include
the property that the accumulative functions of their
aggregated processes degenerate with the non-overlapping
batch size m increasing to infinity, ie., p™—0 or
2™=0(|k|>0), for nm>1.

The equivalent definition of long-range dependence is
given as (1).

ipk =® )

k=—o0
Another definition of LRD is presented as (2),
o~ LK as k> )

where 1/2<H<1 and L(-) slowly varies at infinity, i.e. for
all x>0 it could be determined as (3).

. L(xt)
tlgg L(7) =1 )



The Hurst parameter H characterizes the relation in (2),
which specifies the form of the tail of the accumulative
function. One can show that is true for 1/2<H<I, as given
in (4).

Op = % [(k + ) 2127 4 (k-1)* 4)

For 0<H<1/2 the process is Short-Range Dependent (SRD)
and could be presented as (5).

S pi =0 )
k=—o0

For H=1 all autocorrelation coefficients are equal to one,
no matter how far apart in time the sequences are. This
case has no practical importance in  real
telecommunications network traffic modeling. If A>1,
then (6) is true.

1 for k=0
Pr = %kZHg(k_l) for k>0 ©)
where
g =1+x)*" -2+ (1-x)*" 7

One can see that g(x)—>ow as H>1. If 0<H<1 and H#1/2,
then the first non-zero term in the Taylor expansion of g(x)
is equal to 2H(2H-1)x". Therefore, (8) is true.

o (HQH - 2) 51, as k- 8)
In the frequency domain, an essentially equivalent
definition of LRD for a process X with given spectral
density (9),

2 ©
fA=2= 3 pe ©
k=—o0

is that in the case of LRD processes, this function is
required to satisfy the following property (10),

SA)~c, A7, as A0 (10)
where ¢ is a positive constant and 0< y <1, y=2H-1<1.

As a result, LRD manifests itself in the spectral density
that obeys a power-law in the vicinity of the origin. This
implies that f0)=X;p=w. Consequently, it requires a
spectral density, which tends to +oo as the frequency A
approaches 0.

For a Fractional Gaussian Noise (FGN) process, the
spectral density f{1,H) is given by (11),

f(A,H)=2c,(1-cos(A))B(4, H) (11
with 0<H<1 and -2<A<7z, where (12) is true,
¢, =0’ Q2r) " sin(zH)C(2H +1)

(12)

B(A,H)= Y |27k + A"
k=—o0
and ¢® =Var[X;] and T'() is the gamma function.
The spectral density f{A,H) in (11) complies with a power-
law at the origin, as shown in (13),
FAH) >, A7 as 150

where 1/2< H<I.

(13)

19

BUFFER OVERFLOW SIMULATION IN SSM/M/1/B
SELF-SIMILAR QUEUING SYSTEMS WITH
LONG-RANGE DEPENDENT PROCESSES

Let us first think that the first buffer has a finite capacity
N. In this case the state space of the driving process (X)) is
finite in {0,...,N}. Let us consider Markov additive
process (X, Z)).
As we have previously described in Section 3, there is a
significant difference in the queuing and network
performance between traditional models of teletraffic, such
as Poisson processes and Markovian processes, and those
exhibiting long-range dependent self-similar behavior.
More specifically, while tails of the queue length
distributions in traditional models of IP network traffic
decrease exponentially, those of self-similar traffic models
decrease much slower (Radev and Lokshina 2010;
Lokshina 2012).
Let us consider the potential impact of traffic
characteristics, including the effects of self-similar
behavior on queuing and network performance, protocol
analysis, and network congestion controls.
Steady-state simulation of self-similar queuing system
includes:
e Generation of self-similar traffic (Radev and
Lokshina 2010; Lokshina 2012);
e  Simulation of self-similar queuing process
(Lokshina 2012); and
e Simulation of the overflow probability (Lokshina
2012; Lokshina and Bartolacci 2012).
This can be demonstrated with buffer overflow simulation
in SSM/M/1/B queuing systems (B<oo, ie. queuing
systems with the finite buffer capacity) with long-range
dependent self-similar queuing processes.
In this case, the difference with M/M/1/B queuing system
is that the arrival rate 4; into SSM/M/1/B queuing system
is not a constant value. It depends on the sequential
number of time-series 7, the total number of observations »
and the Hurst parameter H, which determine the rate of
self-similarity. The analyzed SSM/M/1/B queuing system
has exponential service times with constant rates 1/u as is
shown in Figure 1.
The flow balance equations are given below (Giambene
2005; Lokshina 2012):

A, =Alin,H), j=12..,B
2, =0; j>B+1 (14)
M= j=12,.,B+1
This system is stable with a
throughput ,, — M <1-
u

Let us consider two separated cases: pg=1, and p#l. For
j=0,1,2,.., B the distribution of the number of flows in

the system is P = o’ P, , which is determined according to



(15)

Peg 7!

Therefore, the rate at which the flows are blocked and lost
is APp. The self-similar queuing process is described with
the steady-state simulation scheme (Radev and Lokshina
2006), presented in Figure 2.

The self-similar traffic can be generated and the sequence
of arrivals is obtained. The fixed length of self-similar
traffic is extracted by fixing the number of observations.

Figure 1: State Transition Diagram for a SSM/M/1/B Self-
Similar Queuing System

Arrivals Sequence ‘

Self-Similar
Generator ¢
Exponential
¢ Generator

‘ Departure Sequence

‘ Calculation: Buffer Size B ‘

‘ LRE Simulation ‘

Figure 2: Steady-state Simulation of Self-similar Queuing
Process

As the service process is Markovian, the sequence of
departures has exponential distribution, generated with an
inverse transform generator (Lokshina 2012).

The next step is the calculation of the buffer size. If the
service size is greater than the size of arrivals, then the
buffer size B=0, as it is impossible to have a negative
buffer size. In cases when the buffer size is greater than
the overflow L, i.e. B>L, the traffic is lost, therefore we
have made an assumption that B=L.

The simulation is performed with splitting (Lokshina and
Bartolacci 2012) using a variant based on the RESTART
method (Georg and Schreiber 1996), where any chain is
split by a fixed factor when it hits a level upward, and one
of the copies is tagged as the original for that simulation
level. When any of those copies hits that same level
downward, if the copy is the original it just continues its
path, otherwise it is killed immediately. This rule applies
recursively, and the method is implemented in a depth-first
fashion, as follows: whenever there is a split, all the non-
original copies are simulated completely, one after the
other; then the simulation continues for the original chain
(Villen-Altamirano and Villen-Altamirano 2006).
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The reason for eliminating most of the paths that go
downward is to reduce the work. The buffer size
calculations being made for all sequences provide the
opportunity to estimate the overflow probability using the
RESTART method with the Limited Relative Error (LRE)
algorithm.

LIMITED RELATIVE ERROR ALGORITHM FOR
BUFFER OVERFLOW SIMULATION IN SSM/M/1/B
SELF-SIMILAR QUEUING SYSTEMS WITH
FINITE BUFFER CAPACITY

The limited relative error algorithm helps to determine the
complementary cumulative function of arrivals at single
server buffer queues with Markov processes. In order to
describe the LRE principles for steady-state simulation in
Discrete-Time Markov Chains (DTMC), let us consider a
homogeneous two-node Markov chain, which is extended
to regular DTMC, consisting of (k+1) nodes with states,
respectively So,S),. .., , as shown in Figure 3.

We obtain the random generated sequence x1,Xy,...,X;, X+ 15 - -
for x=0,1,..., k, for which a transition for state S; at the
time 7 exists, e.g. x~ and there are no constraints to the
parameters of the transition probabilities:

(16)

k
Py =PUli) (7)=00ks D p,=1
Jj=1

There are no absorbing states S; at p;=1 for all stationary
probabilities P; j=0,1,....k, which satisfy the constraint
condition:

.
0<P,<1; Y P =1 amn
j=0
The cumulative distribution F(x) can be presented as:
Fix)=F; (-1)<x<i; i=12,.,k+1;
) rs - (18)

F,=% P
J=0

Fy=0; Fi,=1

In order to simulate the (k+1) nodes of Markov chain, the
complementary cumulative distribution G(x)=1-F(x) that is
more significant, can be determined along with the local
correlation coefficient p(x) through the limited relative
error approach. After having the homogeneous two-node
Markov chain defined as shown in Figure 1, with changing
the states » times, an estimation of the local correlation
coefficient pH(x) can be obtained, which connects the

number of transitions through a dividing line a;=c; with
the total number of observed events [=n-d;

(ﬂ = 0,1,...,1’—1) at left side, and d; at right side
(B=i,i+2,..k).

The value of simulated complementary cumulative
distribution Gi can be defined directly by using relative
frequency d, /n, if there is enough number of samples:
19)

n>10%  (.d,210%);(a, c,.l, — a,d, — ;)2 10



0 PO e 7. i - =

Figure 3: Cumulative Function F(x) for (k+1)-node
Markov Chain

The used for the
complementary function G(x), the average number of

posterior equations can be
generated values of B, the local correlation coefficient
,b(x), the correlation coefficient Cor[x] and the relative

error RE[x]:
é(x)=éi=dl/n ﬁ:lidi
n i=l

n A ¢ /d.
=p =1-—'%
Ax)=p, i

(20)

i—-1<x<i
i=l..k

Cofx]=Cor=(1+5)(-5)  RHx =RE :l_dl/”-Cos

The main advantage of this approach is that the
relationships between transitions ¢; are obtained with
routine statistical calculations.

The necessary total number of simulation trails » is
determined with the maximal relative error RE [x]2

and with the less value of the function G(x), presented as
G,, =G, inapproximation equation:

n = (d-G i) - Cor )
Gmin -RE max [x]2 ékRE max [x]2 ' (21)
Cor , = I+ p:"
1-p,

This procedure can be described with a standard version of
limited relative error algorithm for random discrete
sequences of buffer arrivals:

Step 1: Initialization of minimal and maximal values of

the simulation parameter.

Step 2: Estimation and management of the simulation
time.

Cycle L;: Determine the current variable for calculating
the Markov chain, e.g. w: =p; generate a new value for 8
with given distribution.
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Increase the number of state hy.

1If the condition p < w is true, then increase the
number of transitions cg.; while it reaches the value of c,
Cycle L ;: Determine the total number of events at the left
part | and at the right part d  of the Markov chain and

number of transitions a,:=c,; check on the constraint

condition (19) for the index i=s.

If the constraint condition (19) is true, then
calculate the posterior values of the local correlation
coefficient ,53 and relative error RE [x] with use of (20).
Calculate whether the relative error RE [x] <RE [x]

If s<k, then leave the cycle L,.

If the index s=k is reached, then leave the cycle L,
and increase the index of the simulation time s: =s+1;
Step 3: Printing out the experimental results for
i=1,2,....k. The results for the total frequency d; are
determined according to (22):

k
d=h, fori=0,l..k where dy=n (22)
=

The values of the complementary functiong,, the local
correlation coefficient /5 and the relative error RE [x ]

are calculated as given in (20).

SIMULATION
ANALYSIS

RESULTS AND PERFORMANCE

As an example, the overflow probability of an SSM/M/1/B
self-similar queuing system has been simulated with
different characteristics of long-range dependent self-
similar arrival processes. In order to demonstrate the
effects of self-similarity on the buffer overflow
probability, the obtained experimental results were
compared with the complementary cumulative distribution
in the traditional single server finite buffer queue
M/M/1/B. The obtained results in a logarithmic scale are
given in Figure 4.

In order to get representative and steady results the
sequences of 10 000 observations were used. With the
suggested LRE algorithm the values of complementary
cumulative function G(x) for different buffer sizes were
calculated. The calculations were provided with the step
m=4. One can see in Figure 4 that the increasing Hurst
parameter has led to an insignificant decrease in the
overflow probability. For example, for the value of Hurst
parameter H=0.6 the overflow probability was
G(L)=1.045*10"", and for H=0.9 it was G(L)=5.6*10".

On the other hand, the overflow probability of self-similar
queuing system has increased significantly in comparison
with the theoretical M/M/1/B self-similar queuing system,
for which G(L)=4.79%107.

After that, the simulation was repeated for SSM/M/1/B
self-similar queuing system by using long-range dependent
self-similar arrival process with H=0.6 and different buffer
sizes. The obtained results for buffer size B=40, B=60 and
B=80 are shown in Figure 5. One can see that since the
buffer size was increased twice, the overflow probability



has been changed simply by about two orders of

magnitude — from 1.045%10™" to 6.4*107.

o N0
— SSMM140; HH06
== SSVNI40; HEOT5
== SSMM40; HO

Figure 4: Buffer Overflow Probability (L=41) in
SSM/M/1/40 Self-similar Queuing System

— SSWM1I40
== S0
== SSIM1IB

Figure 5: Buffer Overflow Probability in SSM/M/1/B Self-
similar Queuing System with Different Buffer Sizes

Finally, it was confirmed that in order to design a single
server finite buffer model with long-range dependent self-
similar arrival processes, the buffer size has to be
increased many times in order to decrease the overflow
probability.

CONCLUSIONS

High-speed communication network traffic exhibits long-
range dependent self-similar properties over a wide range
of time scales that are very different from the properties of
traditional models. Self-similar models are appropriate for
queuing network traffic as they provide capacity to
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estimate the network performance and quality, allocate
resources, and ensure the QoS.

Steady-state simulation of self-similar queuing processes
was conducted using the RESTART method. Efficient
algorithm to simulate the buffer overflow probability was
developed and applied in order to generate self-similar
queuing network traffic with a limited relative error.

The models of SSM/M/1/40 self-similar queuing system
were used with different parameters of long-range
dependent self-similar arrival processes and different
buffer sizes. Simulations and numerical results were
shown and analyzed.

The resulting recommended approach is appropriate and
particularly efficient being used to evaluate reliability and
performance in high-speed communication networks,
while higher performance networks must be described by
lesser buffer overflow probabilities.
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ABSTRACT

Developing and operating autonomous underwater ve-
hicles (AUVs) is a complex, hazardous, and expensive
task. In order to help engineers reduce the involved
costs and risks, we establish a Virtual Testbed for un-
derwater robotics. We provide a concept for holistic
and realistic 3D simulation systems including dynamic
rigid body simulation for underwater scenarios as well
as actuator and sensor simulation, which can be used
for development, testing, and evaluation of AUV mod-
els. The real-world problem of control design for AUV
reference tracking is utilized as example and tackled by
developing three different linear controllers for the RE-
MUS AUV. Finally, we perform simulated experiments
to evaluate and compare the different controllers.

INTRODUCTION

Vast parts of the oceans have not yet been explored,
while operating underwater remains a big challenge with
many unsolved problems. Advances in autonomous un-
derwater vehicles (AUVs) and the associated reduction
of reliance upon human operators enables more efficient
work underwater. In general, robots are highly complex
systems with high operating costs, which is especially
true for underwater applications. Developers of robotic
systems switch more and more to simulation-based ap-
proaches to reduce operating costs and to minimize de-
velopment time (Rossmann et al. (2013a)).

This contribution presents how established dynamic
multibody simulations can be upgraded to provide a 3D
environment for developing and evaluating virtual un-
derwater robotic applications. After providing a the-
oretical summary of the steps necessary to construct
the dynamic equations of motion for rigid bodies un-
derwater, an application from control theory is chosen
as example to illustrate how the Virtual Testbed (VIB)
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for underwater robotics can be used to solve real-world
problems in practice. On that account, three different
controller designs for AUV reference tracking are devel-
oped and evaluated.

A Virtual Testbed for Underwater Robotics

VTBs cover the modeling and simulation of the in-
terdependencies between the prototype’s internal com-
ponents as well as the interaction between the digital
prototype and its environment (Rossmann and Schluse
(2011)). The environmental model should be able to re-
semble typical scenarios from underwater robotics, such
as exploration missions or maintenance tasks.

Figure 1: 3D simulation of the REMUS AUV surfacing
in a virtual test basin. The body coordinate system is
highlighted.

The development of complex systems such as robots usu-
ally can not be carried out individually for each subcom-
ponent, but requires a holistic development approach,
regarding also their interplay of different modules under
varying conditions (Rossmann et al. (2013b)). This is
especially important if real testbeds for the target sce-
nario are not feasible, expensive, or involve the risk of
human injuries—all those conditions are true for under-



water scenarios.

Two of the main aspects are the early test of interfaces
between subsystems and the comprehensive and simul-
taneous verification of soft- and hardware components
under different operating conditions including the case
of component failures. Existing interfaces for advanced
sensor simulation can already be used (see Emde et al.
(2011)) or ground truth data from the simulation system
can directly be accessed as stand-in while more complex
sensor and error models are developed.

VTBs allow for a cost-efficient engineering during the
overall life cycle of robotic systems in different levels of
detail. Target scenarios with a first simple prototype can
be created rapidly to answer fundamental design ques-
tions. Such a system can be evaluated very early under
nearly all important general conditions, while alterna-
tive designs can be analyzed at short notice. In the on-
going design process, components and subprocesses that
have been identified as important can be modeled down
to the desired level of detail (Rossmann et al. (2013b)).
Figure 1 shows the VI'B with a simulated 3D model of
the REMUS AUV.

Multibody Simulation

The following section describes how to extend an exist-
ing rigid body dynamic simulation for underwater appli-
cations, i.e. rigid bodies submerged in ambient fluid. In
specific, resulting forces and torques resulting from fluid
dynamics are calculated and applied to the affected bod-
ies. In our case, the multibody simulation is based on a
maximum coordinates formulation using Lagrange Mul-
tipliers (Stewart and Trinkle (2000)). Velocity-based
constraints are used for features such as e.g. joint mech-
anism and non-penetration requirement. More details
are given in Jung et al. (2011).

UNDERWATER SIMULATION OF RIGID
BODIES

This section deals with the dynamic equations of motion
of AUVs including effects caused by the actuation sys-
tem as well as by moving through ambient fluid. The
structure of the equations is very similar to the well-
known dynamic equation of motion for rigid bodies

(1)

The following sections are a summary of a well-known
approach, presented in e.g. Fjellstad (1994), Fossen
(1994; 2002), Hoang (2006).

Generally speaking, the effects caused by moving
through ambient fluid can be divided into the these
terms :

TrB = Mgpv + Crp(v)v .

e Added mass, Coriolis, and centripetal force and
torque, collected in 7 4,

e Damping force and torque 7p,
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e Force and torque caused by gravity and buoyancy,
combined into T (r),

e Environmental forces and torques Tg (such as
ocean current, perturbations, etc.),

e Output 7 generated by the actuation system.

Hence the total force and torque acting on a rigid body
in a fluid is given by:

TRB=—TA—Tp—TeB(r)—TE+T

In the following sections each term is discussed sepa-
rately. In favour of simplicity, we assume a current-free
environment with neglectable perturbations, so 7 =~ 0.

Added Mass and Coriolis Terms

When moving a rigid body through water, fluid particles
around the vehicle have to be accelerated which causes
their kinetic energy to increase. Due to conservation of
energy, the work needs to be accomplished by the ve-
hicle which leads to a decrease of the vehicle’s kinetic
energy. This effect can be mathematically described by
the added mass matric M4 € R5%6 and the according
Coriolis-matriz C4(v) € R6%C) yielding the same form
as (1) (note that v € R® contains translational and ro-
tational velocity):

Ta=Mav+ Ca(v)v. (2)
Generally speaking, a submerged body behaves as if its
mass and inertia tensor were increased. C4(v) can be
calculated from M,4. The coefficients of M usually
have to be determined experimentally (see e.g. Tri-
antafyllou and Hover (2003)). For rigid bodies with
three planes of symmetry, M 4 becomes diagonal.

Hydrodynamic Damping

In addition to the effects of added mass, dissipative
forces and torques occur which are mainly a function of
the vehicle’s velocity and geometry. The main reasons
for hydrodynamic damping are laminar and turbulent
skin friction due to boundary layer flow as well as vis-
cous damping due to vortex shedding (Fjellstad (1994)).
Vortex shedding is an oscillating flow that occurs if a
body passes through a fluid at certain velocity (Batch-
elor (2000)). In general, it is complicated to separate
these effects, but it is possible to collect coefficients in
the form D(v) = D +D,,(v) for most applications. The
matrix D € R%%6 represents linear damping, whereas
D,, € R5%6 applies to nonlinear damping. The hydro-
dynamic damping matrix D(v) becomes diagonal for an
AUV which has three planes of symmetry. The resulting
damping force and torque are

Tp =D(v)v.

3)



Weight and Buoyancy

The weight force ! f. acts in the center of gravity
re = (vg,ya, 2¢)T, the buoyancy force ! f 5 in the cen-
ter of buoyancy rz = (v5,ys,25)’. Weight force and
buoyancy force are given with respect to world coordi-
nates

fo=1(0.0,—mg)", Tfy =(0,0,pgV)"

where m is the vehicle’s mass, g the standard gravita-
tional acceleration, V' the amount of water displaced by
the vehicle and p the fluid density. To account for sur-
face effects, the volume of displaced water is calculated
according only to the submerged parts of the rigid body.
Using the definition of torque m = r x f the restoring
force and torque can be expressed as

(4)

Top(r) = < FatTn > .

ra X fa+re X fp
Actuation System

Usually, the actuation system of AUVs consists of pro-
pellers and fins. In the following we present the different
parts of the actuation system.

Propellers

The force and torque of single-screw propellers are a
non-linear function of the vehicle’s velocity v and the
control vector v := (ny|ny|,. .., nm|nm|)’, where n; de-
notes the speed of rotation of the i-th propeller. A bilin-
ear model can be obtained which is determined by two
matrices By € R®*™ (m proprellers) and Ba(n) € R6x6

T=Bin —By(n)v,
which have to be identified experimentally.

Fins
The general, scalar formula for the fin lift is given by
e.g. Prestero (1994):

1
fan = EPCLA(S'U2 ,

Mfin = Tinffin -

where ¢y, is the fin lift coefficient, A the fin area, p
the fluid density, § the relative fin angle and v the rel-
ative fin velocity. In general, the forces and torques
are highly non-linear functions of parameters like the
Reynolds number. As reasonable simplifications (assum-
ing the location of the fin, with respect to body coordi-
nates, to be ra, = (zfa,0,0)” and the lift coefficient to
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be constant) we obtain for small angles

1
2
_pWCLAﬁn [Ux(sr — UzUy — wﬁnvxvdz] s

fy: 2

1
fz — —§pWCLAﬁn [”Ui(ss — VgV, + LEﬁn’Ux’Ua] )

1
2
me = SpwerAsn Tn [0205 + Vpv2 — ThinVaVe)

1
my = §pWCLAﬁn Tfin [Uﬁ&r — VpUy — xﬁnvmvd,] ,
where the indices r and s denote rudder and stern, re-

spectively.
Dynamic Equation of Motion

By combining (1) and (2) to
M :=Mpgp+My, C(’U) = CRB(’U) + CA(’U) s

the equations of motion for rigid bodies can be extended
with the discussed terms (3) and (4). With respect to
the body coordinate system, we obtain

Mo+ Cw)v+Dw)v+ 165 ="T . (5)

For dynamic multibody simulation in maximal coordi-
nates, (5) has to be transformed from body to world
coordinates. The transformation matrix Q € R6*6 is
given by
r=Quesv=Q 17,
and its time derivative is
F=Qu+ Qe v=0"1(F#F-QQ 7).

Hence, the equation of motion (5) in world coordinates
becomes:

'M(r)i + 1C(r,v)7 + ID(r,v)7 + Irap(r) = Tr(r)
Equivalents in world coordinates are denoted with (),

which are defined as

™M(r)=Q TMQ !,
IC(r v) = ( (v )—MQ‘lﬂ) Q!
D(r,v) = D(v)Q~ !,
TGB(T) TGB )
Ir(r) =

with the notation (2717 = Q~T. Note that in case of
Euler angles, ©, does not exist for § € {Z, 5~

APPLICATION
Control problem of AUVs

The control problem of underwater robots consists of
two parts: guidance or path planning on the one hand,
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Figure 2: Control problem specification.

and autopilot design or reference tracking (see Figure 2)
on the other hand. We want to show how the VTB for
underwater robotics can be used to design controllers
and test them in 3D simulation in addition to commonly
used rapid control prototyping environments. Apart
from testing the control system, we obtain the oppor-
tunity to evaluate its performance and compare differ-
ent control strategies. Most torpedo-shaped AUVs are
under-actuated systems, which are highly dynamic, non-
linear and coupled. The control problem can be for-
mulated extending the definition of the characterization
vector (see e.g. Fossen (2002))

Tey = (TayTa, #a) "

This vector is the output of a path planning algorithm
and the input for the reference tracking controller. The
feedback terms may contain translational and angular
velocity, position and orientation.

Design of control systems for reference tracking

For the controller design we use data of the torpedo-
shaped REMUS AUV, obtained from Prestero (1994).
We develop and investigate three different linear control
approaches; two controllers based on decoupling the sys-
tem and a third controller using a fully coupled system
representation.

Decoupled, basic PI control

When decoupling the system (using Euler angles), we
can identify three subsystems; see Table 1.

Table 1: Decoupled subsystems.

State variables

vz (1)
’Uy(t), vw(t)a %/1(
v, (t),ve(t),0(t

Subsystem

Speed system
Steering system
Diving system

t)
), 2(t)

First, we design a control system only based on PI
controllers. The main control objective is to min-
imize each component of the control error e(t) =
(Vg,d — Vo, Ya — U, 24 — z)T The speed subsystem is
represented by a first order differential equation after
decoupling and linearization

(m+ A1)0y + D10y + D1y |vg d|ve = binjn ,
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which can be controlled sufficiently using a PI controller.
To use the procedure for the steering and diving system
we have to introduce more tightening assumptions. The
basic PI controller can be improved by compensating for
the resulting restoring force and torque as described in
the following section. First parameter approximations
are obtained using the Ziegler-Nichols method.

Decoupled, hybrid control

The control performance of the speed system using PI
control is sufficient, hence we remain with the PI con-
trol structure. For the steering- and the diving subsys-
tems we use state feedback control, therefore the control
system is referred to as hybrid control. The nonlinear
equation of motion for the steering motion can be de-
coupled and linearized and we obtain a matrix equation
of motion

m+ A 0 0 Uy
0 I.+A¢ 0 ’Uz/, +
0 0o 1 b
=:Mg
Dy + D2n|"Uy,d| (m + Al)vz,d 0 Uy
(A2 — A1)vea  De+ Denlvygal 0 Uy
0 —1 0 (G
=:Dg
fy
- My ’
0

which can be rearranged to the state space representa-
tion & = Ax + Bu using

A:=-M;'D,, B:=M;!,
T T
T = (vy,0y,0)" ,  w:=(fy, my,0)
The LQR algorithm can be used to obtain an optimal

feedback matrix. The weighting matrices Q,R of the
cost function J = [ 327 Qz + Ju”Ru dt should sat-
isfy the following relations

Q = diag{q1.q2, a3}, @1 > 2> ¢
R = diag{ri,r2, 73}, q2 > r1,72,73 .

These relations are reasonable, considering the side-slip
velocity v, is not directly controllable. For the steering
subsystem the controller is set up in a cascaded struc-
ture as shown in Figure 3, which allows to induce the
cross track error as an additional control variable. It
is defined as the euclidean distance from the center of
gravity to the desired trajectory in the (z,y)-plane.

The outer cross track error control loop compensates
for errors caused by linearization and the simplifica-
tion assumptions. The linearized equations of motion
for the diving subsystem can be generated in the same
way using the small angle approximation for . We
get the state space representation € = Ax + Bu, with
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Figure 3: Block diagram of steering control system.
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T = (vz,vg,e,z)T and u = (fz,mg,O,O)T. We use
state feedback optimal control (LQR) for the diving sub-
system again. Additionally, we have to consider the
constant force and torque produced by the difference
between weight and buoyancy, which is regarded by ap-
plying a feed forward control command, so it follows the
control law

T = Tfeedforw. T Tfeedback »

T
where Tteedforw. = <07 0, Cfeedforw., 0,0, 0) and Cfeedforw.
can be found during simulation.

Coupled, state feedback
It is possible to obtain a fully coupled time invariant
state space representation of the equation of motion
_( -M7'[C+D] -M"!'G
o Q 0

(Fossen (1994))
: )
(% )=

T,
(%
where the matrices M, C, D, G are the Jacobian matri-
ces of the linearization process. To obtain a time in-
variant form we have to use several assumptions. Under
general operating conditions, we want vy 4 = v.q =
vg,q4 = 0 which reflects zero side slip velocity and roll
rate. We can assume that the desired velocity in for-
ward direction is v, ¢ = const. Usually, the maneuvers
do not contain rapid diving parts, that means vg 4 = 0.
For steering maneuvers a valid approximation is given
by vy.q ~ const. Especially for steady state it follows
Vg,q = Vyp,d =0, 0g = ¢4 = 0 and g = const. We use
the LQR algorithm to find an optimal feedback matrix.

EVALUATION

Beside numerical analysis, some experiments have been
performed to verify the implemented simulation for un-
derwater applications. Figure 4 depicts the dynamic
behavior of the REMUS AUV, resulting from an initial
orientation of fy = —20°. We do not apply any actuator
forces or torques. Considering the AUV to be positively
buoyant the magnitude of the velocity in z-direction in-
creases until an equilibrium between the resulting buoy-
ancy force and the damping forces is reached (terminal
velocity). Due to the high coefficients of added mass and
hydrodynamic damping we see a damped oscillation in
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Figure 4: Dynamic behavior of REMUS AUV, relative
to initial position with orientation § = —20°.

0 caused by restoring forces, due to the displacement of
location of center of gravity and center of buoyancy. Ad-
ditionally a motion in z-direction is observed, caused by
the small coefficients of added mass and hydrodynamic
damping in that direction.

decoupled, hybrid
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Figure 5: Example trajectory in horizontal plane.
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Figure 6: Example trajectory in vertical plane.

In order to compare the implemented control systems,
we use the root-mean-square error (difference in eu-
clidean distance between reference and achieved trajec-
tories) defined as

n 2
RMSE = \/Zz:l ”rl - Td,i”z

n

rrg €R3 . (6)
where 74 ; are points of the desired trajectory.

Considering the assumptions used for obtaining linear
and time invariant equations of motion, the cross track
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Figure 7: Helix-shaped example trajectory in 3D.

error controller has been set up in a cascaded structure
for the basic PI control system and the fully coupled
state feedback controller as well. Figures 5, 6, and 7
show trajectories in the (z,y)- plane, in the (z, z)-plane,
as well as a helix-shaped motion in 3D. The resulting
errors are presented in Table 2.

Table 2: Errors (RMSE in meters) for horizontal,
vertical, and helix-shaped example trajectories.

Vert. Helix

0.0398 0.0039 0.0265
0.0130 0.0021 0.0131
0.0190 0.0031 0.0180

Control system Horiz.

Decoupled, basic PI
Decoupled, hybrid
Coupled, state feedb.

CONCLUSION

In this contribution we have presented how the con-
cept of Virtual Testbeds can be applied to scenarios
from underwater robotics. We have shown how estab-
lished dynamic multi-body simulations can be upgraded
to account for effects of ambient fluids acting on sub-
merged rigid bodies. Three possible approaches to the
real-world problem of designing control algorithms for
AUV reference tracking have been developed and evalu-
ated, underlining the usefulness of VTBs for underwater
robotics.

The evaluation shows that the basic PI control system
is sufficient for steady state operation but fails in very
transient regions. As one may not expect, the decoupled
hybrid control system achieves best performance even
compared to the fully coupled system. This is mainly
induced by the very tight assumptions used to obtain
a linear time invariant representation. The cascaded
structure for steering motion and the feed forward part
for diving motion are satisfying ways to compensate for
non-linearities and decoupling assumptions. It would
be interesting to compare these structures to non-linear
control approaches. Nevertheless, the linear, decoupled,
hybrid, and cascaded control structures can be recom-
mended for AUV reference tracking.
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ABSTRACT

The short description of an ICT system for computer aided
management of communal water networks that has been
developed at the Systems Research Institute of Polish Academy
of Sciences (IBS PAN) is presented (Studzinski 2013A) in this
paper. Several waterworks management tasks requiring
mathematical modelling, optimization and approximation
algorithms can be solved using this system. Static optimization
and multi-criteria algorithms are used for solving more
complicated tasks like calibration of the water net hydraulic
model, water net optimization and planning, control of pumps
in the water net pump stations etc.(Stachura et al. 2012). But
some of the management tasks are simpler and can be
performed by means of repetitive simulation runs of the water
net hydraulic model. The water net simulation, planning of the
SCADA system, calculation of water age and chlorine
concentration in the water net, localization of hidden water
leaks occurring in the network and planning of water net
revitalization works are the examples of such tasks executed by
the ICT system. They are described in this paper.

INTRODUCTION
Three essential goals that can be reached by computer aided

outside and treated as sources of all data describing the water
net investigated and its functioning. All calculations solving the
tasks of water net management are executed by the
Computational Module applications. The communication
between the modules and the applications inside the CM
module is done via data files.

ED
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Figure 1.Structure and functions of the ICT system.

management of municipal water networks are reduction of costs

and simplification of waterworks operation as well as

improving the quality of drink water supplied to the city. Main

problems connected with the water network management are
water losses caused by the network damages, unsuitable water

pressures on the end user nodes caused by inappropriate work

of pump stations installed on the network or by wrong planning
of the water net, and a bad quality of produced water caused by

L

. e
| e

incorrect control of the network or by inaccurate planning of

i

B mmemdin L 0

water net revitalization. All these problems can be solved in
relatively simple way by using new informatics technologies

and this idea led to the concept of an integrated ICT system for

complex management of communal water networks. The

system developed at IBS PAN is now tested in some Polish
waterworks.

ICT SYSTEM DESCRIPTION

The ICT system for water networks consist of four main
modules, i.e. of GIS (Geographical Information System),
SCADA (Supervisory Control And Data Acquisition) and CIS
(Customer Information System) systems and of Computational
Module (CM) with several algorithms of applied mathematics
(Fig. 1). GIS, SCADA and CIS systems are adapted from

33

Figure 2.Optimization and kriging applications of the
ComputationalModule of the ICT system.

The CM module includes presently 20 applications with the
algorithms of mathematical modelling (Studzinski et al. 2013),
kriging approximation (Studzinski and Bogdan 2007) and
multi-criteria optimization (Straubel and Holznagel 1999).
Concerning the structure of the ICT system the programs are
divided into three groups for solving the tasks of optimization,
kriging approximation and mathematical modelling (Fig. 2).



But basing on functionality the programs can be separated in
three other groups responsible for hydraulic calculation of the
water net, for solving the management tasks for which the
optimization is needed and for solving the tasks when only
repetitive simulation runs of the hydraulic model must be done
(Fig. 1). In the paper only the programs of the last group will be
discussed.

MANAGEMENT TASKS SOLVED BY MEANS OF
SIMULATION

One can see that the ICT system presented consists of the
programs operating on three levels of the system functionality.
The first level contains  programs collecting the data
concerning the investigated water net and these are GIS, CIS
and SCADA systems. On the second level there are programs
solving the management tasks with repetitive simulation runs of
the water net where the main operating routine is the water net
hydraulic model. The third level consists of programs using
optimization algorithms for solving more complicated tasks of
the water net management. In the paper six programs of the
second level of the system functionality are described.

1. Hydraulic calculation of the water net

Hydraulic model of the water net plays the main role in the ICT
system. It uses in its calculations the data collected in GIS, CIS
and SCADA systems and is used as data source by all
simulation and optimization programs of the ICT system. The
model itself may contain as many as several thousand linear
and nonlinear algebraic equations depending on the size of the
water network modelled. These equations are solved using the
Newton-Raphson algorithm. The network graph is exported to
the model from the Branch Data Base of the GIS system and
the data concerning the water consumption at the end user
nodes of the water net are supplied from CIS. With the model
the main parameters characterizing the water net, i.e. the flows
and pressures of the water are calculated and with them the
state of the network functioning can be quantitatively assessed.
Additionally the state of the water network can be assessed
qualitatively by using the kriging approximation for designing
the colour maps of flow and pressure distributions in the
network (Fig. 3).

best solution would be the installation of devices for flow and
pressure measurements on each pipe and each node of the water
net, but this is impossible from the economical point of view.
The SCADA system for proper monitoring the water network
and the exact calibration of the water net model must be
specially planned. It means that with minimal number of
measure devices a possibly maximal amount of information
concerning the flow and pressure changes in the water net can
be obtained. To reach this goal the measure devices of SCADA
shall be installed in characteristic points of the network in
which the parameter changes occurring even far away from
these points can be recorded. To find these characteristic points
of the water net successive simulation runs of water leaks in the
nodes of the network are performed and the sensitivity against
pressure and flow changes is calculated with the following
formulas (Straubel and Holznagel 1999):

SP,

2 (abs(B, - p,)/max(P,, p,))Ls,

kem

Y (abs(0, - ,)/ max(abs(0,),abs(g, )L,
SQ», .

) YL

Fam

L

Figure 3. Hydraulic calculation of the water net; results of the
hydraulic model (left) and kriging approximation designing the
pressure distribution in the network.

2. SCADA system planning

The exactness of hydraulic calculation of the water network
depends strictly on the quality of the calibration of the water net
model. On the other hand the proper calibration depends on the
rightness of the SCADA system located on the network. The
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where: k£ — node with the water leak simulated, m — potential
measurement point, P, or Q,, — pressure or flow value in the
node m without leak simulation, p,, or g, — pressure or flow
value in the node m with the leak simulation, L, — distance
between the nodes & and m, SP,, and SQ,, — sensitivity values
against pressure and flow changes in the water net nodes.

After the water net sensitivity is calculated the measurement
points with highest sensitivity values are chosen for the
SCADA system in number depending on the amount of the
finances in disposition (Fig. 4).

Figure 4. Calculation of the water net sensitivity and the sensitivity
map designed with the kriging approximation.

3. Water age calculation

Water age in the net decides of the water quality which is
worsening with the extending time of water staying in the
network, especially in older water nets. While calculating the
water age the hourly curves of water consumption in the
network nodes and the formulas for mixing the water in nodes
and pipes of the net must be given. The water age values are
usually established after a couple of days of the simulated work
of the water net. For the water mixing the weighted average
formula with (1) equal or (2) linear or (3) exponential growing
weight coefficient w; is used:

) w; = 1,0
Q) w; = 1,0 + 0,050%¢
3) w; = exp(+0,030%)

with 7 — time in days.



At the start of the program the water age in all nodes and pipes of
the network are equal to zero. For the successive time steps the
hydraulic calculations are made and the water age for successive
water packets moving in the pipes is calculated depending on the
water consumption amounts in the end nodes. The mixing of the
water occurs in the nodes and there the water changes its age
while in the pipes the water packets are only pushed. As the flow
velocities in each pipe and the pipe lengths are known one can
calculate exactly the movements of the water packets in all pipes
for each time step. As the result many water packets with water
of different age can be located in the pipes. The results of water
age calculation for exemplary water net are shown in Fig. 5.

Walerap -ms
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Figure 5.Calculation results of water age and its distribution in the
water net designed by kriging approximation.

4. Calculation of chlorine concentration

With the water age calculated the natural decrease of chlorine
concentration occurring with the time in the network can be
computed. The functions for this decrease depends on the
chemical composition of the produced water and on the
material structure of the water net pipes and the suitable
coefficients have to be adapted individually to the specific
conditions of the waterworks investigated.
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Figure 6.Exemplary functions of dropping of chlorine concentration Y
in [mg/1] with time X in [h] in network pipes.

In the ICT system presented the exemplary exponential
functions used for calculating the dropping of chlorine
concentration in the network are shown in Fig. 6. The function
coefficients can be easily changed while using the system in
other waterworks. Some exemplary results of calculating the
distribution of chlorine concentration for a Polish waterworks
are shown in Fig. 7. Different concentration values are marked
at the water net graph with different colours. For the fast
assessment of chlorine contents in the scale of the whole
network the map of chlorine distribution is designed by means
of kriging approximation.
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Figure 7.Calculation of chlorine distribution in the water net and its
distribution in the network designed by kriging approximation.

5. Water leaks detection and localization

Detection and localization of water leaks in the water net and
especially of these hidden ones is one of the most important
problems for the waterworks management because of financial
costs caused by the water losses. The algorithms that could
solve this problem are very desirable by the waterworks
management although their implementation into operational
practice is connected with costs which are fairly high. There are
in general three approaches dealing with this problem.

The first and simplest approach consists in installation of a
dense SCADA system on the water net and this SCADA
density enables to detect all changes in flow or pressure values
in the network which differs essentially from the standard ones.
With this approach the water leaks detection is possible but
their more exact localization is unfortunately, very difficult.

The second and most complicated approach consists in adding
the water net hydraulic model to the SCADA system and in
development of a neuronal classifier with which the potential
places of water leaks can be fast localized (Rojek and
Studzinski 2014). In this approach the hydraulic model

'~ describes the real water net and the neuronal classifier models

the hydraulic model. It means that identification of two
algebraic models of different arts must be performed.

The third approach is an indirect solution between two earlier
approaches and it consists of the following steps:

e Development of SCADA system for the water net
investigated using the program for SCADA system planning
with which the characteristic, most sensitive points can be
defined for the network.

e Development of the water net hydraulic model and its
calibration with the data gathered by SCADA.

e Development of standard curves of water flows and
pressures for all monitoring points of the SCADA system;
to do it the moving averages from the last several days can
be used.

e Waiting for alarm signal coming from SCADA and
informing about deviation between the standard and current
value of water flow or pressure observed and recorded at
any monitoring point.

e Recording the current distributions of flows and pressures
measured on the monitoring points.

e Performing simulation runs of the hydraulic model with
water leaks simulated successively in all nodes and pipes of
the water net.



Recording the flow and pressure distributions calculated for
the monitoring points for all water leak simulations.

In the set of the calculated flow and pressure distributions

accidents can cause in older municipal waterworks the water
losses reaching even up to 30% of the water production and that
means essential financial losses for the enterprise (Saegrov

2000). Such revitalization tasks are important for both the water
and wastewater nets and in the latter case the reconstruction of
the damaged sewage canals protects the environment that
would be polluted by the sewage escaping from them. To solve
revitalization tasks for wastewater networks the fuzzy sets
invented by Zadeh (Zadeh 1965) can be used. Such the solution
has been applied in (Sluzalec and Ziolkowski 2013) where for
modelling the wastewater network the SWMM model
(Rossman 2012) developed by EPA (US Environmental
Protection Agency) is adopted.

finding out these ones which are most similar to the just
measured values; as the criterion for comparing the different
value distributions (1) the sum of errors for all monitoring
points or (2) minimal value of the maximal error noted on
the monitoring points can be used:

(1) Cr=min; X5 ; (Q — Qui)* +min; X5_; (Pe — Pi)?
(2) Cr = min;(max,|Q — Q;| + max,|P, — Py;|)

This third approach of water leaks detection and localization
proved to be very effective by testing it on the real data from
some Polish waterworks and the illustration of some of its steps
is shown in Fig. 8.

In our case of the ICT system the water net revitalization is
realized as the task with the second approach. While planning
the revitalization one must decide which pipes are to be
exchanged to minimize the water net susceptibility to accidents
and at the same time to secure proper functioning of the whole
network. The following factors are taken into consideration
when choosing the set of pipes to be replaced:

e Technical
roughness.

state of the pipes characterized by their

e Current durability of the pipes calculated as the difference
between the year of pipe construction and the normative
pipe durability.

e Pipe liability to break down in percent defined on the base
of historical data concerning the pipe damages.

e Risk of the water losses calculated as the pressure in the
pipe modified by the pipe diameter: p * (1 + d/ 500).

e Costs of the pipe revitalization which consists of two
components: the costs of the pipe installation and the costs
of buying the new pipes.

In order to select the pipes for revitalization from the whole set
of the water net pipes the revitalization indicator is calculated
from the following formula:

IR=w.*Cn+w,*(1.0-Tn)+w,*An+w, * Sn

where w., w,, w, and w; are weights coefficients, Cn means pipe
roughness, 7n means current pipe durability, 4# is pipe liability
to break down and Sw is risk of the water losses defined for the
pipe concerned. The weights coefficients can be chosen
arbitrary by the program user and all factors in the formula are
normalized in the standarized range of values from 0,0 to 1,0.

Figure 8.Water leaks localization; clock wise from the left up: water
network with monitoring points; ICT system in stand up state; alarm
signal arriving; water leak localized.

6. Water net revitalization

Planning the revitalization of the water net can use different
approaches for changing the network pipes. In the first case the
network revitalization means the exchange of some pipes
against the ones with bigger diameters what shall improve, i.e.
heighten the water pressures at the end user nodes of the
network. To do it the pipes for the exchange have to be chosen
and their diameters must be changed by means of an
optimization algorithm. The solution of such task with the use
of a genetic optimization algorithm is presented for example in
(Fajdek et al. 2014).

After the indicators are calculated for all pipes a ranking list for
them can be prepared according to the diminishing indicator
values. For the sorted pipes also the costs of their revitalization
can be defined considering two costs components. Depending
on the financial funds which are at the management disposal
one can make choice of the set of pipes for the exchange taking
the pipes from the top part of the ranking list and summarizing
the costs of their revitalization up to the funds limit.

When the pipes to be exchanged are already selected then the
effects of the planned revitalization can be verified by
performing the hydraulic calculation for the whole water net
with roughness values equal to null for the selected pipes.
When the revitalization action is done then the vulnerability of
the water net to the accidents will be reduced and the water
pressures in some end user nodes will be enlarged.

In another approach to the revitalization task the exchange of
some pipes in the water net is needed because of their wrong
technical state and usually against the pipes with the same
diameters. The goal of this approach is to reduce the liability of
the network to break down and, in result, to reduce the potential
water losses in the water net. The susceptibility of water nets to
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Some exemplary results of the revitalization planning are
shown in Fig. 9 where the pipes selected for the exchange are
marked with the green colour.

Figure 9.Water net revitalization; water net graph before (left) and
after revitalization planning with the pipes indicated for changing.

SUMMARY

In the paper some algorithms supporting the management of
municipal water networks have been presented. The algorithms
use in their calculations only hydraulic model of the water net
and with the simulation runs of this model several useful
management tasks can be realized. These tasks are connected
indeed only with planning the water net, like SCADA planning
and revitalization algorithms, and with informing about the
water net functioning, like calculations of network hydraulics,
water age and chlorine concentration, but nevertheless they are
important for correct water net operation. More complicated
tasks like water net optimization or pumps or tank control need
for their solution more sophisticated methods like multi criteria
optimization algorithms. An important condition of effective
operation of the algorithms described is however their using in
strict cooperation with GIS and SCADA systems in frame of a
united ICT system. Such the solution is more expensive than
individual use of only water net hydraulic models but it makes
sure that the management tasks will be done fast, easy, suitably
and faultless. Such systems for waterworks are under
development at the Systems Research Institute of the Polish
Academy of Sciences.
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ABSTRACT

Nowadays, genetic algorithms (GA) have become one of the
preferred water system designed optimization techniques for
many researchers (Cheung 2003; Prasad et al. 2004; Zheng
2013; Bureerat et al. 2013; Jin Xi et al. 2008; Kurek and
Ostfeld 2013; Siew et al. 2014; Ostfeld 2013; Wang et al.
2014). The main reason is that GA have the ability to deal
with complex nonlinear optimization problems. This paper
presents the description of the IT solutions which have been
applied in a computer simulation system for optimal
rehabilitation of water distribution system. The purpose of
this paper is to illustrate the development an optimization
model for determining the rehabilitation and replacement of
water distribution system components in particular pipes.
The Genetic Algorithm (GA) was used to solve the altered
multi-objective optimization model. The GA is integrated
with the hydraulic simulation program called WDS (Water
Distribution System). The short description of the
implementation of the WDS software is provided. The WDS
software can be used to design new networks, analyse
existing networks, perform hydraulic simulation of the
networks and etc. The analysis were conducted on a simple
hypothetical network of correct planning and implementing
network rehabilitation.

INTRODUCTION

Optimal rehabilitation of water supply system has been a one
of the main research subjects for a long time. Most of the
water distribution systems were developed to operate during
a specific time period. However, during the operation of a
water distribution system a number of failures occurs, which
are mainly caused by deterioration of pipes an hydraulic
components. Thus, it is very important to improve the
operation of the water distribution system. Improvement in a
system performance can be achieved through replacing,
rehabilating or repairing selected pipes or other components
of the system. A method that counter the risk, that is, to
minimize the probability of failure of the water supply
system is implemented in the form of complex integrated
information systems. Nowadays there is a growing number
of systems for that purpose. Mainly these are the systems
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dedicated to a particular, specified solutions. Moreover the
systems that are distributed by renowned international
companies are too expensive especially for Polish companies
and their functionality is usually limited. Implementation of
such systems usually entail the need to hire highly qualified
specialists from abroad. Moreover, managers of water
utilities face numerous difficulties on account of the fact that
expert scientific knowledge is often not readily accessible
and is not available in an user friendly manner. Present study
attempts to developed a decision support system that will
perform the task of correct planning and implementing
network rehabilitation. Water network rehabilitation is a
complex problem. It is a non-linear, multiobjective problem.

WATER DISTRIBUTION SYSTEM MODELING
SOFTWARE

The WDS software was used for modeling and simulation of
the water distribution system. The developed water network
modeling environment is based on one of the most famous
and appreciated modules called EPANET, which was created
by the US EPA (United States Environmental Protection
Agency). The EPANET application comes with a package of
libraries written in C/C++ which allows to customize the
computational engine to suit needs. It is possible to use the
supplied function in the own 32-bit applications that can be
created in C/C++, Delphi, Pascal, Visual Basic. A specially
designed C++ library was created, which integrates WDS
application with the computational engine of EPANET
library. The developed WDS software in relation to Epanet
has been expanded with a number of additional options. The
WDS software is an attempt to develop a fully integrated
decision support system that will perform both
organizational-financial ~ tasks  (stock = management,
accounting, customer service companies, etc.) as well as
technical  aspects  (computer simulations, process
optimization, process control, process monitoring etc.).
Modern automation systems are integrated with decision
support systems and company management systems. In
general, company management can be divided into the
following layers (Korbicz and Koscielny 2010):
measurement and controlling action layer, direct digital
control level, supervisory control level, the supervisory, co-
ordination and process optimization level, production
management layer, business management layer. The
proposed decision support system is located mainly in the
group of functions for production management. During the
design process of the WDS software the following



assumptions were made: the primary task of the system is to
perform several functions for managing production of water
and the management of water supply company, the system
design should be modular to allow its easy extension,
selected functions of the system will be available remotely
via the Internet (without the need to install dedicated
software on the user’s machine). The decision support
system consists of several interacting software modules. The
general structure of presented system is shown in Fig. 1.
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Figure 1: The Simplified Structure of System.

One can distinguish the following elements of the system
(Stachura, Fajdek and Studzinski 2012):

a)

b)

¢)

d)

system core module — provides the essential system
components that allow operation and integration of all
other modules of the system; it contains the links to all
the optional modules and includes graphical user
interface implementation (the mechanism by which the
user communicate with the system), a core module is
built around the central database module,
communication module — provides the interface to
allow the communication between system core module
(located on a local PC) and central database module
(located on a central server of the system),
import/export data module — provides the interface to
import/export data to/from external servers; eg import
data from GIS (Geographic Information System), import
data from water company database etc.,

central database module — in the system MySQL
database is running on the central server; it is used to
store all process related information such as:
configuration and internal data of system modules,
detailed information on water supply networks, archival
information  about network demands, archival
information about faults in the network etc.; all necessary
tables of relational database have been created in SQL
(Structured Query Language) and are linked to each other
using a primary key,

hydraulic calculation module — it allows to perform
calculations of water flow in each pipe, the pressure at
each node, the height of water in each tank in a network;
the hydraulic model is described by linear and nonlinear
algebraic equations; to solve equations the hybrid node-
loop (Gradient Method)(Todini and Pilati 1987) approach
has been applied; the hydraulic calculation module was
implemented using EPANET programming toolkit,
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f)

g)

h)

),

k)

D

quality calculation module — it allows to perform
calculations of water quality at each node and pipe in a
network; water quality solver are based on the principles
of conservation of mass coupled with reaction kinetics
(Rossman and Boulos 1996); water quality analysis
allows to compute a concentration of a chemical species
(eg chlorine concentration) throughout the network
during the simulation period; in addition water age and
source tracking can also be simulated; the water quality
calculation module was implemented using EPANET
programming toolkit,

measurement points planning module — to select
correct measurement points for monitoring the water
supply network an algorithm given in (Straubel and
Holznagel 1999) was implemented; It consist of the
following steps: multi criteria optimization for
determining the number and location of measurement
points (with the following criteria: minimum number of
points, maximum sensitivity of leak location, minimum
installation cost of measuring points), execution of
numerical simulations of hydraulic model for a standard
state of the network to determine nodal pressures at all
nodes and flows in all section of the network for a given
average network load, sorting potential locations in order
of their sensitivity to pressure changes in a network,
faults and unauthorized consumption of water
detection module — the system implements two methods
for detecting faults: by comparing the actual demands
with archival data form database (obtained from
monitoring system), and by comparing actual demands
with values obtained from hydraulic simulations of a
network,

faults prediction module — the are three methods of
predicting the possible faults: by estimating a risk of a
fault and proposing the activities for the case of fault, by
predicting faults and elimination of possible causes of
their occurrence and by locating the faults that just
occurred so as to minimize losses caused by them; the
module to work properly requires a solid monitoring
system and an accurate hydraulic model of the network,
network load forecasting module -the module
implements an algorithm to minimize the energy
consumption of waterworks pumps by their time
distributed switching on and off and under additional
consideration of their wear time and the necessary
exchange against the new machines;

rehabilitation planning module - it allows to perform
the following tasks: identification of technical condition
of water distribution system and its individual parts,
identifying the most vulnerable for faults sections,
generating  revitalization  scenarios, identifying
investment possibilities of a company; module requires a
large amounts of archival data that contain information
on faults that occurred on a water distribution network
and an accurate hydraulic model of the network,
web-based interface — the set of modules that run on the
www server and web browser side responsible for
realizing the graphical user interface to all the data stored
in the central database; the module will perform several
basic tasks such as: visualization and management of
data stored in the central database which includes
information from the monitoring system (process
variables) and management related data (eg faults



history, revitalization history etc), user management
(including the division into the different roles and
groups) and advanced permission management system
etc.; the module will be implemented using a Web-
desktop technique, which is based mainly on JavaScript
and Ajax technology; the server part of the module will
be implemented in PHP language; using the module we
can remotely access the system through the Internet
network without installing any additional software.

The GA algorithm that is used to perform the task of optimal
network rehabilitations, has been incorporated in a WDS
software.

REHABILITATION ALGORITHM

A well designed water supply system should ensure that
water delivered for each customer in the required quantity
with the required pressure. This means that under extreme
operating conditions occurring in rush hours and hours when
there is maximum demand for water, the pressure at each
point of the network should be in range between required
economic pressure and the maximum permissible pressure.
During the maintenance of each water supply system,
hydraulic parameters of water pipes change, causing an
increase in the hydraulic resistance of the pipes. In order to
meet the requirements, that is, to supply customers water
with the required pressure, it is necessary to increase pumps
head in order to overcome the additional pressure loss
caused by the increase of pipes resistance. Another solution
to this problem is renovation or replacement of selected
network pipes.

Designed algorithm for planning and implementing network
rehabilitations is implemented in an iterative form and can
be divided into the following parts (Fig. 2):

a) Select network nodes in which too small pressure was
observed. The parameters of these nodes ( pressure
waveform) will be one of the quality indicators of the
selected solution.

b) Select network links that may be exchanged. This
means that those sections that have been identified by
an expert as possible to exchange and may affect the
pressure in the considered (point a) nodes.

c¢) For each of the selected links, the cost of the technical
work related to the replacement and to the replacement
of the road surface, if necessary, should be specified.

d) Determine catalog of possible for installation network
links that contains: diameter, roughness.

e) Select network links marked for exchange. Assign the
new values of diameters, roughness, etc. (from the
catalog of links). Verify the effect of changes using
computer simulation.
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Figure 2: Flowchart of the Algorithm to Optimize the
Network Structure.

The presented algorithm requires expert knowledge in the
initial phase of the selection of network links for which a
replacement is possible. Point (¢) can be performed manually
or using the optimization algorithm. In the present work a
genetic algorithm was used. The following quality indicator
was used:

Q = 2;{;1 Apikp + Z;rlzl kW] + l]kk] (1)
Ap; =0 jezeli  Ppmin < Pi < Prnax
Ap; = pi — DPmax  jezeli Pi > Pmax (@)
Ap; = Pmin — 0 jezeli Pi < Pmax
where:

Q — value of the optimized indicator,

n — number of observed nodes,

Ap; — difference between the set and observed pressure at i

node,

p; — pressure in i node,

Pmin» Pmax — respectively lower and upper pressure from
the assumed range, to which we should bring
pressure in i node,

k,, — weight factor determining the effect of pressure on the

objective function,

l; — length of the j link,

kyj — unit cost of the k type link selected from the catalog of

links that could be inserted in place of link .



The simplest way of determining the best configuration for
pipes exchange is to use the exhaustive search method. This
method is simple to implement, but it requires checking all
existing combinations of subsets of changes for new pipes,
selected from the catalog. Using this method a global
solution can be obtained, but it is only effective for a set of
data with a small number of network sections. Even a small
increase in the number of possible pipes exchange causes the
exhaustive search to become very inefficient. Therefore the
genetic algorithm was used for the selection process. The
practical application of evolutionary algorithms requires the
adoption of an appropriate presentation method for the links
that are selected for exchange. The most natural is to save
them in a vector of integers. The essence of this form is to
create a one-dimensional array with a number of columns

equal to the number of selected links. Each of the array

element can take values from 1 to K (number of links in the

catalog). During each calculation of the objective function

simulation is executed, in which each link from the table is
replaced by the link from the catalog.

APPLICATION EXAMPLE

Figure 5: Pressure waveform in node with id 115.

The network links that may be exchanged are marked on the
network map. The links with the following IDs were
selected: 225, 111, 109, 105, 103, 107, 115, 119, 121, 122,
125, 123, 120, 329, 303, 301.

The links that are in the catalog are presented in Table 1.

Table 1: Catalog of links

The rehabilitation study of the hypothetical network in figure

3 was performed. The network was taken from Epanet2
software examples.

\

ID | Diameter | Roughness | Lay
[inch] cost
1 8 130 2
2 10 130 2,2
3 16 130 3
4 10 100 2,5
5 20 130 3,5
6 40 130 4

For this application example,
chosen for GA algorithm:
e population size: 100,
e crossover probability: 0.7,
e mutation probability: 0.01,
e generation size: 2000.

following parameters were

Figure 3: Hypothetical Network.

The following results were obtained from the rehabilitation
process of the hypothetical network: only one pipe with ID
329 was selected for exchange with the pipe with ID 6 from
the catalog. The pipe is marked on the network map (Figure
3). The rehabilitation process was repeated 10 times. For
each of the tests the same pipe was selected for exchange.

On the network map (Fig. 3) two junctions (ID: 197 and ID:
115) are marked in which too little pressure was observed.
The parameters of these nodes (pressure waveform) will be
one of the quality indicators of the selected solution. The
waveforms of pressure in the selected nodes before the
rehabilitation process are shown in Figure 4 and 5.

The new pressure waveform, for selected network junctions
obtained from the rehabilitation process, are presented in

Figure 6 and 7.
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Figure 4: Pressure waveform in node with id 197.
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Figure 6: Pressure waveform in node with id 197.



Figure 7: Pressure waveform in node with id 115.

From the results it can be observed that after the
rehabilitation process the average pressure in two nodes was
increased. In the node with ID: 197 from approx. 60 [psi] to
73 [psi] and in the node with ID: 115 from approx. 66 [psi]
to 78 [psi].

CONCLUSION

The paper presents the description of the IT solutions which
have been applied in a computer simulation system for
optimal rehabilitation of a water distribution system. The
Genetic Algorithm (GA) was used to solve the altered multi-
objective optimization model. Moreover, the short
description of the implementation of the WDS simulation
software was provided. The implemented system
performance was presented using a simple example of
rehabilitation process applied to the hypothetical network.
The results confirm the effectiveness of the algorithm for
automatic rehabilitation of the water distribution system.

In the near future an implementation of the proposed system
is planned in Glubczyce (town in southern Poland, app. 13
000 citizens).
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ABSTRACT

Asteroids hitting the earth and exploding causing
considerable devastation are rare events. However, they
are possibly becoming more frequent because of the
increasing number of asteroids in the asteroid belt near
the planet Jupiter (every random crash of two asteroids
breaks them up into more, smaller fragments that can still
be dangerous to the earth). Presented here will be four
nonlinear optimization problems, all directed to at least
partially solving this dangerous asteroid problem for the
earth. The multi stage Monte Carlo optimization solution
approach will be used to solve the four examples.
Additionally, the point will be made that even though
asteroid events on the earth are infrequent they are
potentially very devastating and can be environmental
catastrophes. One only needs to look at the February
2013 asteroid explosion near Chelyabinsk, Russia to
realize that this problem will be an ever present danger
until the space powers of the world take more aggressive
action to prevent these disasters from ever occurring. The
idea with “outer space croquet” is to ram into the asteroid
to knock it off line without using bombs. The business
side of this endeavor will also be presented.

INTRODUCTION

The four examples presented will be a 12 asteroid attack
on a big bad asteroid that is headed toward the earth. The
12 asteroids will smash into the bad asteroid to knock it
off its collision course line with the earth.

Additional examples will include an engine tuning
optimization problem where a new rocket engine used for
asteroid defense is adjusted for optimal performance.
Also, an optimization problem, including the purchase of
dozens of new telescopes at minimum cost to be used to
search for the dangerous asteroids will be presented.
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These will be followed by a mass attack of hundreds of
rockets (launched from the earth) to intercept a dangerous
asteroid and knock it off of its line to the earth. The idea
of knocking a dangerous asteroid off line (rather than
trying to bomb it) is like the lawn game of croquet where
opponents knock each other’s croquet ball off its intended
line. This “outer space croquet™ is already being “played”
in the asteroid belt near Jupiter, with random crashes of
asteroids into each other. The world’s space powers
should start playing this game to better protect the earth
from a future asteroid disaster like the ones that hit in
Russia in 1908 and 2013 (where many people were
injured). Let us look at some examples after a few
preliminaries about “croquet” and multi stage Monte
Carlo optimization.

THE GAME OF OUTER SPACE CROQUET

The lawn game of croquet involves each player hitting a
round wooden ball around a fixed course through a series
of wickets. The first player to hit his or her ball through
all of the wickets in order wins. However, a very
effective defensive strategy is for the players to hit their
balls into the ball of the player who is leading, to knock it
off its intended line. Another good strategy is to go ahead
to a future wicket and block it with one’s ball to stop the
leader from ever getting through there.

Outer space croquet is using these ideas, to ram into the
big bad dangerous asteroid (or rock) with other asteroids
or rocks (that are already in outer space) to knock the bad
asteroid off its dangerous line. Additionally, with enough
telescopes to map the intended paths of the dangerous
asteroids, the earth can send asteroids and rockets down
the bad asteroid’s intended course to block its path to the
earth. Let us look at four examples after a brief
discussion of multi stage Monte Carlo optimization.

MULTI STAGE MONTE CARLO OPTIMIZATION

Multi stage Monte Carlo optimization (MSMCO) is like
regular Monte Carlo optimization in that a random sample
of thousands of feasible solutions is looked at and the best
one is stored. However, with MSMCO that is just stage
one. Then centered about this “best answer so far,”



another set of thousands of feasible solutions is looked at
in a reduced search region centered about this best answer
so far. Then a stage three search in a further reduced
region (centered about the best answer produced in stage
two) is performed. This process is continued for as many
stages as necessary until the multi stage Monte Carlo
process converges to the exact optimal or a useful
approximation. The two hundred variable famous test
problem number 33 (in the mathematics literature) was
solved for its exact optimal (Conley, 1991a) using this
process.

IS THE ASTEROID THREAT INCREASING?

The conventional wisdom is that so many, many
milleniums ago there were only a few hundred asteroids
being held in check by Jupiter’s enormous gravity. Now
it appears that there are millions of asteroids up there (of
course of a smaller size on the average). However,
because they are smaller in size, that seems somewhat
comforting at first glance. It means though, that because
there are so many of them, random collisions between
them are much more likely now than ages ago. These
random collisions are probably the chief cause of
asteroids heading in the general direction of the earth
from time to time.

The seriousness of this is the fact that even a relatively
small asteroid exploding over the earth could cause a
terrible catastrophe. One author (Vergano, 2013) writing
about the asteroid explosion over Chelyabinsk, Russia
also noted that another asteroid of about 50 meters or less
missed the earth by 17,000 miles at about the same time.
The prediction was that if that had hit the earth’s
atmosphere and exploded it would have been equivalent
to a 4 megaton blast that could possibly cause global
panic and tremendous damage.

Even though smaller asteroids are less dangerous than
bigger ones, it is still possible that a “small” one could be
devastating. Note also that the Hubble telescope was only
functioning in space for a little while and it observed a
collision between two asteroids near Jupiter (Maugh,
2010) and (DeVorkin and Smith, 2008).

This should be a wake-up call to the human race that
these infrequent “asteroid events” are dangerous and may
become more common. Building and deploying 100 new
telescopes on the earth and orbiting the earth, the moon,
Mars, and Venus would be a start toward being able to
find and chart the path of all of these potentially
dangerous asteroids, comets and meteors.

The world (and all the countries’ space programs) have
much of the technology (and we can develop the rest)
needed to deflect these dangers away from the earth.
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However, it is absolutely vital that we know where each
and every one of the dangerous objects are (and what their
paths of motion are). Then we will stand a much better
chance in defending our planet from a disaster from outer
space.

ANOTHER WARNING FROM THE MOON

Over the years and centuries so many people have looked
at the earth’s moon and wondered what caused the rough
surface that faces the earth. Was it now extinct volcanoes
or asteroids, comets and meteors constantly smashing into
it (or both)?

Once the space age began the astronauts who orbited the
moon noticed that the so-called “far side” of the moon
was very much rougher than the side that always faces the
earth. (Note one side of the moon does constantly face
the earth because the moon takes the same amount of time
to rotate once as it does to revolve once around the earth).
This observation by the astronauts tends to point toward
the far side of the moon being bombarded more
frequently by comets, meteors, and asteroids than the near
side which faces the earth. This must be because an
asteroid headed toward the near side of the moon is
probably more likely to get pulled into a collision with the
earth than one that is headed toward the far side of the
moon.

Also, with no vegetation on the moon to cover the results
of these impacts, the record is there for all to see and
compare now that we can see all of the extra damage on
the far side of the moon. Given that the earth’s gravity is
so much more powerful than the moon’s, the earth must
have been hit by asteroids, etc., so many more times than
the moon. However, our oceans and vegetation cover up
most of the evidence from these collisions.

This should serve as an additional warning to humanity to
deal with the “asteroid” threat now and in the future. We
must be prepared, by having more telescopes to find and
map the paths of all of these harmful objects. Also, ways
of diverting them from colliding with the earth must be
developed and deployed. Some new technology may
need to be developed and deployed also.

Doing nothing about the danger is unacceptable now and
it is unacceptable for all future generations. We must be
prepared internationally to prevent this threat from ever
harming the earth again.

THE SAFE KINETIC ENERGY APPROACH
The Apollo asteroids are the ones that cross the earth’s

orbital path. The smaller ones would of course totally or
partially burn up in the earth’s atmosphere and do little or



no harm. However, a large one, possibly 100 feet or more
in diameter, could do much harm to the earth. The one
that wiped out the dinosaurs (as the theory goes) almost
destroyed the earth. The 1908 asteroid explosion in
Russian Siberia leveled a forest of a bit less than 1000
square miles (Stone, 2008) and it was only about 150 feet
in width.

The conventional wisdom is that if a large asteroid
showed up in the future, the earth could suffer a major
catastrophe (Stone, 2008). Presented here is a way to
potentially prevent this type of disaster from ever
occurring. It is introduced and discussed with a
hypothetical example.

THE FUTURE TWELVE ASTEROID ATTACK

About 35 or 40 years from now a big bad asteroid (about
2000 feet across) is headed dangerously toward the earth.
However, the earth, fortunately, has spent considerable
time, effort, expertise and money on preparing to deal
with an asteroid event of this potentially disastrous nature.
Various chemical and bombing schemes are going to be
the second line of defense (which hopefully will not have
to be used). The asteroid attack center that the world
established on Mars (with much foresight) in 2030 will
coordinate the attack with “safe” kinetic energy weapons
that do not have to be launched from the earth because
they are already in outer space.

After the first successful landing of a spacecraft on an
asteroid (NASA mission) (Bell and Mitton, 2002) in
February 2000, the world has become quite adept at using
asteroids for mining and landings, etc. Therefore, twelve
smaller asteroids were selected and space probes landed
on them and fitted them with the latest high tech engines
and guidance systems controlled by the Mars asteroid
Central Outpost with some help from Florida, Houston,
Europe’s French Guiana launching site, Russia, Japan,
China and India’s two bases at Tumba in Kerela and
Vishakhapatnam on the Bay of Bengal.

The plan is for the twelve smaller asteroids (all 50 to 100
feet across) to have their engines turned on at precisely
the correct time after New Year’s so all 12 of the little
asteroids smash into the big bad asteroid at one minute
after midnight on January 31 of next year at the point
(10000000, 10000000, 10000000) above Mars (the units
are in miles). This mass kinetic energy bombing attack
will be perpendicular to the line of motion of the large
dangerous asteroid to maximize the likelihood that it will
be knocked a half of a degree or a degree off course from
its path toward the earth. That should be enough to drive
it far away from the earth. Notice the goal is not to
destroy it, but to knock it off course. If the attack should
break the big asteroid up into smaller pieces that are still
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deemed dangerous, an armada of rockets will leave the
earth to bomb the pieces into harmless pebbles before
they get too captured by earth’s gravity.

Specifically, the third 10,000,000 miles coordinate is on
the Z-axis that goes from the north pole of Mars to the
North Star. The other two axes are on a plane tangential
to Mar’s North Pole, with all three axes perpendicular to
each other. Therefore, the 12 small asteroids will hit the
big asteroid about (300)° million miles from Mars (or
17,320,508 miles above Mars) at one minute after
midnight (Greenwich Mean Time) on January 31 of the
new year at the previously described (10000000,
10000000, 10000000) point.

Therefore, the equations of motion of the twelve smaller
asteroids (for the first thirty-one days of the new year)
are:
D,,i=15,500,000-100,000i-(3.9-.11)X;
D,,i=14,240,000-240,000;-(3.5-(12-1).11)X;
Ds,i=13,170,000-170,000i-(3.1-.21)X;

for i=1,2,3 ... 12 and the D;, D,, D3 motion components
are the X, Y, Z coordinates for each asteroid respectively
and the X;’s for 0<x;<2,592,060 (i=1,2,3, ... 12) are the
times in seconds into the new year that the twelve little
asteroids have their engines turned on and head straight
toward the (10000000, 10000000, 10000000) crash point.
Therefore, what should those X;’s times be if the asteroid
speeds toward their target are speed (s)=(20,200-5001)
miles per hour for the first 1,550,000-50000i miles
traveled with the engine on and speed (s)=18000+340i
miles per hour after that (to the target) for i=1, 2, 3, ... 12
little asteroids.

A 35-stage run of the general purpose multi stage Monte

Carlo optimization simulation solution technique
produced the following solution in Table 1.
Table 1: Solution Printout
X eITor;
1 1953655.88013 | .00021
2 1969554.23776 | .000031
3 1977575.30642 | .000054
4 1977480.71786 | .000039
5 1969340.76262 | .000021
6 1953588.77505 | .000022
7 1931015.28859 | .000023
8 1902695.82568 | .000022
9 1869870.24379 | .000030
10 | 1833808.13345 | .000037
11 1795694.36927 | .000014
12 | 1756554.61553 | .000004
.0003 total error in
seconds




SOLUTION EXPLANATION

Little asteroid one will have its engine turned on and head
for the rendezvous point at 1953655.88013 seconds into
the new year G.M.T. There are 60x60x24=86,400
seconds in a day.

Therefore 1953655.88013/86400=22.61176 days into the
new year or January 22™ at 40 minutes and 56 seconds
after 2 pm in the afternoon G.M.T.

Therefore, in a little more than a week later little asteroid
one will smash into the big asteroid at the previously
mentioned point of (10000000, 10000000, 10000000)
above Mars at the same time as the other 11 little
asteroids will with very little error in time (.000021 of a
second). Similarly, the 11 days and times for the other
little asteroids could also be determined.

A hypothetical 12 asteroid attack on a big asteroid that
threatened the earth in the future was presented and
discussed, with the goal of making this kind of asteroid
defense (and other means of defense) available in the
future before we need them. Let’s use the space agencies
of the world, in partnership with business and industry, in
an international effort to see that the earth is forever safe
from asteroids in the future. The solution technique used
here (Multi Stage Monte Carlo Optimization) MSMCO is
general purpose and is also featured in (Conley, 2012) on
a million variable nonlinear optimization problem.

TELESCOPES

Three different suppliers of telescopes (for use in
searching for dangerous comets, meteors and asteroids)
have been identified. The three different suppliers are
located in the country or regions 1, 2, and 3 which have
the largest and best developed space programs. The plan
is to buy a total of no more than 1000 telescopes of each
kind with at least 50 coming from each of the three
suppliers (to keep the three big space powers involved
long term in telescope development). The specifications
are such that telescope 1 costs 5 million dollars each for
one or 5x;°*° where x; is the total number purchased. It
has a 95% chance of working with no problems.
Telescope 2 costs 6 million dollars each and has a 97%
chance of working with no problems. However, telescope
3 only costs 1 million dollars but has an 85% chance of
working with no problems.

Each telescope will be deployed to search for dangerous
comets, meteors and asteroids and map their orbit. Given
a budget of 3 billion dollars, how many of each telescope
should be purchased so that the average success rate of
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working is 90%?
equations

We solve the telescope system of

5x;™ + 6%, + x3 = 3000 millions of dollars
(.95X1 + .97X2 + .85X3)/(X1 +x, + X3) =90
subject to
50<x;<1000 fori=1,2,3
With a multi stage Monte Carlo optimization (MSMCO)
computer program to
Minimize
C= | 5% + 6%+ x3 - 3000 |
+1.95 %, +.97x, + .85%; - .90 (x; + X2+ x3) |
Subject to
50 <x;<1000 fori=1, 2, and 3
With a 21 stage MSMCO simulation optimization run
drawing 25,000 feasible solutions at each stage.

Two runs of the program yielded the solutions

Xy =439, x, = 194, x3 = 172 with equation errors of .01
for equation 1 and .07 for equation 2

and x; = 308, x, = 253, x3 = 662 with equation errors of
.06 for equation 1 and .01 for equation 2.

Buying, building and deploying more land based and
outer space based telescopes like the Hubble one
(DeVorkin and Smith, 2008) is one of the most important
aspects of asteroid comet and meteor defense. The article
by (Morrison, Harris and Boslough, 2013) mentions that
one of the problems in detecting the Chelyabinsk meteor
(or asteroid rock) was that it was hidden by the sun.
Therefore, it is essential that we have orbiting telescopes
around our moon and Mars and its moons, etc. to give us
more views for early warning.

ASTEROID ROCKET ENGINE ADJUSTMENT

A new powerful rocket engine that is inexpensive and
relatively small and can be mass produced and deployed
for asteroid defense has been developed. The plan is to
land on the big bad asteroid (as the USA’s NASA landed
on an asteroid in February of 2000) (Bell and Mitton,
2002) and attach one or more of the engines to aim them
so that they alter its orbit to drive the asteroid away from
the earth. Additionally, the engine may be used in
quantity for attack rockets that will be sent out to deflect
the dangerous asteroid away from the earth.

Hundreds of test runs of the rocket engine were done by
setting the 14 controls at the values 1, 2, 3 ...150 and
running the rocket and measuring its thrust. The resulting
fitted equation to be maximized (for maximum thrust
using a 16 stage MSMCO simulation optimization
drawing 1,000,000 sample answers at each stage) is



Thrust = 2,003,376 - x;” + 228x;

-X22 +1 16X2 — X32 + 75X3

-X4% + 162x4 — x5 + 194xs

-X62 + 246X6 — X72 + 76X7

X" +290%; — X" + 1269

-X102 + 84x;9 — X112 +236x1;

-X122 + 104X12 — X132 + 72X13
-X142 + 204X14

subject to X11 + x12 + x13 + x14 < 300 for safety
because the engineers feel exceeding 300 could cause the
engine to burn out or explode.

A short run on a desk top P.C. produced the solution for
the control settings of

X1 = 107 Xy = 51
X3:68 X4:74
X5 =97 X¢ =123
X, = 38 Xg = 145
X9:63 X|0:42
X||:116 X|2:50
X|3:34 X4 = 100

Maximum thrust = 1,893,550

Therefore, setting controls 1, 2, 3, ... 14 at 107, 51, 68 . . .
100 should produce an engine thrust of about 1,893,550
pounds and still have x11 + x12 + x13 + x14 < 300 to
ease the engineers concerns about the overheating of the
engine.

LARGE ATTACK ON A BIG BAD ASTEROID

A big bad asteroid is a threat to explode on the earth. The
ideal situation would be to hit it hundreds of millions of
miles away up in the near Jupiter asteroid belt. However,
it was not noticed until it got away from there.

Therefore, the International Asteroid Defense Group is
going to launch up to 1500 of its attack rockets (which are
currently in a holding pattern) orbiting the moon. It is
estimated that (because the attack rocket’s cargo bays are
loaded with small asteroids to add mass), if 900 of them
strike the big bad asteroid that should be enough force to
be 99+% sure of diverting the bad asteroid from its earth-
threating path. Table 2 gives a summary of the 12 rocket
types available orbiting our moon.

Table 2: Summary of 12 Rocket Types Available

4 (100 - .36)x4 95
5 (100 - .38)xs 4
6 (100 - .40)xq 93
7 (100 - .42)x, 92
8 (100 - 44)xg 91
9 (100 - .46)x, 90
10 (100 - .48)x,0 89
11 (100 - .50)x, .88
12 (100 - .52)X12 .87

Replacement Cost Per
Rocket Rocket (in Millions | Chance of Hitting

Type of Dollars) The Target
1 (100 - .30)x, .98
2 (100 - .32)x, 97

3 (100 - 34)x, 96

How many of each of the 12 different rocket types should
be launched to assure success (.999 probability) and
minimize cost given that they will fire the rocket escape
engines and launch at least 35 of each type of rocket but
no more than 350 of each kind?

MULTI STAGE MONTE CARLO OPTIMIZATION

An 18 stage multi stage Monte Carlo optimization
(MSMCO) drawing 1,000,000 answers at each stage
produced a solution of 94.262 billion dollars for the
following

x1=350 x,=179 x3=43 x4=60
X5:43 X6:43 X7:39 X8:38
X9:36 X10:38 X11:35 X12:36

where the x;’s for i =1, 2, 3 . .. 12 are the number of
rockets of each type to launch in our mass rocket attack
on the bad asteroid to be pretty sure that at least 900 hit
the target.

The 900 figure has been the estimated amount of rocket
crashes into the asteroid necessary to guarantee a
successful deflection of it away from the earth.

ASTEROID CORRAL AT THE MOON
AND ELSEWHERE

The idea of an asteroid corral has been mentioned earlier
by (Conley, 2011). However, here the idea is that as the
asteroid threat may be increasing (and Chelyabinsk shows
the danger that even small asteroids present), perhaps
several asteroids corrals at the moon, on one of the Mars
moons and perhaps even on a moon of Jupiter might be
good future projects to protect the earth. Even though
these could be costly long term international projects, the
money would be well spent by a management team with
considerable expertise. (A top notch international
business management team is essential.)

These small asteroids orbiting the moon (with engines
attached to them) could then go on attack to knock any




earth-threatening asteroid off of its intended path to the
earth.

Also, rockets could be in these holding pattern orbits,
with big empty cargo bays to collect some of these
asteroids to add rocket mass. The rockets themselves
could be sent to smash into the dangerous asteroid to
knock it away from the earth.

Additionally, “Hubble like” telescopes could be put in
these orbits to search the skies for dangerous objects.
This would give the astronomers on earth more views of
our solar system and perhaps better prepare the world to
protect our earth.

FUNDING AND EXPERTISE

The international effort to make the earth safe from
dangerous exploding comets, meteors and asteroids
should look to the business and industrial worlds and the
scientific communities and governments to organize the
business of “outer space croquet” (using the rocks that are
already in outer space) to block the path of the big bad
asteroid headed toward the earth. Alternatively the rocks
up there could just ram into the big bad rock to knock it
off of its line, if it is on a collision course with the earth.
Both of these moves are common in the enjoyable lawn
game of croquet.

The outer space “croquet balls” are already up there in our
solar system (so heavy launches from the earth aren’t
necessary to carry the rocks). The rockets that go into
space just collect and organize the rocks that are up there
to make sure the earth wins the game of OUTER SPACE
CROQUET. Another great source of help in defending
and protecting the earth could be wealthy industrialists,
business people and scientists who are interested in space
exploration (Vergano, 2012).

CHELYABINSK, RUSSIA

The asteroid or meteor that exploded in February, 2013
about 50 miles from downtown Chelyabinsk, Russia (a
city of over a million people) sent a shock wave (Kramer,
2013) and (Stone, 2013) into Chelyabinsk that caused
wide spread damage and hundreds of injuries to people.
The devastating explosion of a 150 foot wide asteroid in
Siberia in 1908 (Stone, 2008) that leveled a forest of
about one thousand square miles could not have been
prevented, given the telescopes and “rockets” available in
1908.

However, the one over Chelyabinsk 105 years later
possibly could have been prevented (Conley, 2010)
(Conley, 2011), and (Vergano, 2013) if more telescopes
were in place on the earth and the moon and orbiting the
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earth and the moon. This could be in conjunction with
rockets and asteroids ready to attack the bad asteroid to
prevent it from ever reaching the earth.

One possibility is to land on the dangerous asteroid and
mount an engine or engines on it that can be fired to
change its orbit so it misses the earth. Also (Wichowski,
2013) recommends placing the engines so that they fire in
the opposite direction to the asteroid’s path to the earth to
slow it down. This would also change its orbit and
additionally, if it were going slow enough, it would never
explode, completely minimizing the danger to the earth.

One of the world’s more well-known newspapers had its
lead front page article (complete with color photographs
of the explosion and subsequent devastation) on the
asteroid disaster in Chelyabinsk (Barry and Kramer,
2013). More planning and cooperation internationally
between business, industry and governments with the
space programs could perhaps prevent these dangerous
events from ever occurring. Then the reporting on them
could be moved to the back pages of newspapers
reflecting the mitigation and/or elimination of this
problem.

CONCLUSION

Thousands of researchers, engineers, and business people
are either currently involved in asteroid defense or are
considering getting into this business. The international
effort, guided by the world’s space powers, is the
approach being advocated, even though many individuals
are also working on the problem. All four problems were
solved with the multi stage Monte Carlo optimization
(MSMCO) solution technique. Additional examples of
MSMCO’s power and versatility are in (Conley, 1989),
(Conley, 1991b), (Conley, 2007) and (Conley, 2008).

Presented here were four hypothetical problems. A
twelve rocket attack on a dangerous asteroid was
launched from Mars to deflect it from the earth. A new
rocket engine tuning optimization problem was presented.
A minimum cost purchase of a large number of telescopes
to be wused in asteroid mapping was discussed.
Additionally, a mass rocket attack from the earth was
launched toward an earth-threatening asteroid.

The business and industrial world will be heavily
involved in asteroid defense. Businesses will make
profits while helping to remove an extremely dangerous
long term threat to our planet once and for all.

The author has former students from Chelyabinsk, Russia.
This asteroid threat is real. Business, industry and
academia can solve this problem, or prevent it from ever
occurring again. One hopeful sign is that the world in



general is starting to take this asteroid problem more
seriously (Micklethwait, 2013) and survey ways for
prevention and/or mitigation of these potentially
devastating disasters coming from outer space.

There are hundreds of large enough asteroids (or comets
or meteors) cruising through our solar system that could
devastate our civilizations if they exploded in the earth’s
atmosphere. However (Stone, 2013), says that none of
them are headed close enough to the earth to be a
problem.

However, what about the ones that our telescopes have
not detected yet? Additionally, the new threats from the
“outer space croquet” being played at random in the
asteroid belt (Mars and Jupiter areas) could emerge at any
time. We need hundreds more telescopes to watch our
sky. The former director of NASA’s manned space flight
center, Eugene Kranz’s book title Failure is Not an Option
in dealing with the famous Apollo 13 flight could and
should apply to asteroid defense (Kranz, 2000).
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ABSTRACT

This paper shortly presents the advantages of using an
interactive simulation platform for the study of multi-
stakeholder investment scenarios in the energy industry,
where real or emulated stakeholders participate in simulation
sessions as players. The aspect of flexibility in energy
system is discussed and the link to investments in energy
infrastructure is explained. The platform elements are
presented, and some research outcomes are concluding the

paper.
INTRODUCTION

Given the current state of the art of the various technologies
used in the energy industry and the related research, there are
multiple opportunities and scenarios for investment.
Companies in this industry and also governments have all a
high stake in the exploration of how to invest in future
energy infrastructures. One view is that the investments
should lead to the transition from a traditional, hierarchical
energy system or grid to a decentralized, smart energy
system (National Energy Technology Laboratory, 2007). The
main long-term objectives for this evolutionary change are
meeting global and local sustainability goals, saving energy
and resources, and in the end, a reduction of high-value and
risky investments. From a very general point of view, a
smart energy system today has become an approach in which
the physical grid goes in parallel with an overlaying
information network enabling flexibility. This is achieved
(partially) by accommodating the integration of renewables,
the usage of locally distributed energy resources, and smart
and distributed (local) matching of demand and supply.

One of our current research directions is oriented towards the
long term investment patterns that affect the operational
flexibility of an energy system that expands its biogas
facilities (production, storage, conversion, transport, and
trade). To study these patterns, we are using complex
simulation models that are capturing the structure and
behavior of the extant gas infrastructure, and also attempting
to emulate the behavior of the players and stakeholders in the
gas (and gas to electricity) trade. We have realized early that
one of the most difficult features to verbalize, operationalize,
and formally model for simulation, but also for practical
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operational purposes, is the (quasi non) functional feature of
flexibility. This is a feature that is extremely challenging to
operationalize and quantify. One of the reasons is that there
is a too diverse universe of discourse if flexibility is
discussed in strategic terms, medium time horizon terms, and
operational terms, all in the same time. At the operational
level in an energy system, in very simple words, flexibility
means the “degree of choice” that the operational decision
makers in the system have when faced with common
problems like surges in demand, intermittence in supply,
technical failures, predictions of highly negative outcomes in
the near future, etc. However, one can immediately link the
aspect of flexibility from operational to higher levels,
because the very nature and composition of the infrastructure
in the energy system (which is a strategic, long term
investment-driven issue) may give an intrinsic potential for
better flexibility. Amongst many, there are three crucial
elements that contribute to the increase in flexibility in any
energy system: the capacity for energy storage, physical
network connectivity (including conversion capabilities
between various energy carriers), high speed (automated
even) trading at multiple levels of granularity and locality,
from big volumes to micro-volumes, respectively from
regional level to household level. There is a strong
interconnection between these three elements (Pelletier and
Wortmann, 2009), for example stored energy can be traded
in advance, and in the absence of connectivity, energy
cannot be transferred from storage to the point of demand.

Another fact that was early clear to us, is that it is extremely
difficult -basically impossible- to model the strategic,
investment-driven behavior of the human components in the
system, the ones who are responsible for investment. The
single solution we found to achieve a degree of realism in
the behavior of the investment related stakeholders is to let
real humans play their roles themselves, which means to
transform a batch type of simulation into an inferactive
simulation (like a sort of serious game, but one that has a
very realistic physical model of the infrastructure, and also
an economics-based representation of the markets involved).
The purpose of such a simulation becomes twofold. On the
one hand, we study the investment patterns and the changes
in the simulated business network of stakeholders and
players that bring the highest levels of flexibility in the
future — due to infrastructural and business relationships
changes. On the other hand, we give the real stakeholders
and players an opportunity to participate in the interactive
simulation, and learn how to better collaborate in a way that
make them understand better each other and discover goals



(like better future flexibility) that exist outside their
weltanschauung, but which in the end contribute in the long
term to their own goals.

REAL-LIFE EXAMPLE OF INVESTMENT
SCENARIO

Example: Flexibility in Biogas Industry

An interesting and relevant real-life scenario to be enacted
and analyzed by an interactive simulation is the investment
process in a form of flexibility in a biogas energy system.
The starting point of this scenario assumes a structural
imbalance in the energy system of various types of gas
(fossil, synthetic, and biogas), due to the lack of
connectivity, conversion, trading, and storage. An
investment in a specific flexibility related asset can be a way
to deal with this imbalance. Flexibility options are regarded
differently by the stakeholders involved, for example traders
need the capacity for energy storage, grid operators are
interested in various forms of physical network connectivity,
and brokers need forms of high speed trading, or
interruptible contracts. It is expected that such investments in
flexibility are not straight forwardly involving only one
stakeholder, but these decisions are affected by a form of
network externalities (Katz and Shapiro, 1986), making it a
complex multi-stakeholder investment problem.

This crucial issue of multiple stakeholders with different and
potentially conflicting interests has a decisive influence on
the investment process and outcomes, making it interesting
for analysis notwithstanding. All kind of questions may rise
when it comes to such multi-stakeholders investments in
flexibility, like for example: Which are the stakeholders who
face the most significant problems due to imbalances? Who
takes (or should take) the initiative to invest in a form of
flexibility? Which form of flexibility suits best each
stakeholder? Is it for stakeholders interesting and relevant to
cooperate to make the long term investments fruitful and
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have a win-win outcome? Which stakeholders have
incentives to cooperate and which do not? Which
stakeholder has more influence on investment decisions and
the outcome of the scenario? What types of decisions and
negotiations foster or discourage investments? What
problems occur and what type of constructs are negotiated
and agreed? Enacting this scenario in multiple interactive
simulations sessions can give interesting insights in the
potentially best investment patterns, and also yield some
answers to the above mentioned questions.

INTERACTION SIMULTATION PLATFORM
Development of the simulation platform

To study these questions, an interactive simulation platform
(ISP) has been developed in a partnership consisting of
academic and industrial partners. It consists of three main
parts: the physical representation, the underlying physical
and economical models, and the knowledge and behavior
capture system. To realize an interactive simulation session,
an investment scenario skeleton is used as the starting point
for the development of the physical representation. The
skeleton scenario formally establishes who the stakeholders
are, what physical elements exist a priori, and what
commodities are traded. For example, in the biogas industry
the main stakeholders incorporated in the skeleton scenario
are a number of biogas producers, consumers, a regulator, a
network operator, and a fossil gas producer/energy retailer.
The commodities involved are biogas, natural gas, electricity
(that produced out of biogas) and the economic output
produced by factories of the consumers. The physical
elements incorporated in the ISP include gas infrastructures
and other related assets like pipes (several quality and
capacity variants), gas conversion and upgrading plants,
digesters and storage for biogas, gas using factories, and
natural gas sources. A map where all these assets can be
placed visualizes these physical elements, as in the figure




above. The situation on the map is a real time visualization
of the current state of the interactive simulation and it
changes when stakeholders interact and realize new
investments. In addition to these physical elements the
communication and control features exist which enable
stakeholders to communicate with each other (chat function),
and provide the opportunity to deploy assets, and make
investments in order to influence the outcome of the
simulation session. Besides these, there is some general
information provided, like for example the number of the
playing round (a simulation session is a series of rounds), the
playing time left of a round, the expected amount of natural
gas present, etc. A screenshot of the ‘simulation board’, as it
appears to the playing stakeholders is depicted in the figure
above. The simulation is running on a server and each player
can access its board via any internet browser. The
researchers play roles as observers, experimenters who
introduce new elements in the simulation on the fly, and
there is one role for the simulation master (named Deus ex
Machina, or DEM), who controls the whole session and can
intervene if necessary.

Implementation aspects

Behind the user interface, there are economic and gas flow
models that are implementing the dynamics of the
simulation. These models link into an interactive, coherent
simulation platform all the physical elements, the
commodities and the roles of the stakeholders/agents - all
with their specific characteristics and some regulated
behavior. At the end of every round, the models compute all
the gas flow that are realizable with the given infrastructure
and also provide financial data in the form of invoices and
settlements of accounts and contracts of players. The
economic and gas flow models, and the technical
characteristics of the physical elements have been defined
beforehand by studying a series of potential investment
scenarios, and each novel scenario skeleton needs such a
study and setup. The scenario skeleton is modeled by using
an interaction model, defined in the agent interaction
modelling language TALL (Stuit and Szirbik, 2009). One of
the main novelties in our approach is that it is augmented
with Natural Language Processing (NLP) techniques for
analyzing the interactions (chats) that take place between the
stakeholders during the session (Ittoo et al, 2013). These
chats can be “private” (stakeholder-to-stakeholder chat
“rooms”) or “public” in a general chat “room”.

In order to execute an interactive simulation session, the
available players are assigned by the DEM to the specifically
defined roles for stakeholders. The session is played in
multiple rounds of a pre-determined length of time,
mimicking a preset number of years in real life. The strategy
of using the ISP can vary from having sessions in a
distributed and asynchronous setting, or in a central and
synchronous setting with all players together in a room, like
a LAN party. Synchronously played, a session may take
several hours, with rounds during 15 or 20 minutes for
example. Asynchronously played, a session can take several
weeks or even months to be played, with separate rounds for
each day (or longer). When the session has ended, the NLP
analysis and various post-session statistics (e.g. percentage
of green gas, transaction flows, financial performance,
intention and interest of stakeholder, etc.) provide
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information and specific characteristics of the session. This
can help to gain in-depth insights in the intentions, decisions,
and performed activities of players, together with their
related consequences. Since the process of capturing and
analyzing the stakeholders’ interactions via NLP, and also
the post-session statistics generation are completely
automated, this makes immediate analysis and discussions
between players after a synchronous session possible.

CONCLUSION

The development of the ISP has gone through a series of
successive prototypes (from 1 to 4), each realized in periods
of a half a year. Starting from prototype 2, it was possible to
execute relevant simulation sessions with the participation of
players that can emulate realistically the behavior of real
stakeholders. Multiple investment patterns have been
studied, and insights in the intentions and decision making of
the players have been analyzed.

FUTURE WORK

In the immediate future, we need to operationalize the aspect
of collaborative investment behavior between stakeholders,
and see what the relation of this aspect is to the before-
mentioned aspect of flexibility. Another aspect to expand in
more detail in the future is the effect of network externalities
on investments in energy flexibility.
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ABSTRACT

The identification of segments in strategic market planning
has long been recognized as a powerful tool to understand
consumer behaviour. An approach that has managerial
appeal in addressing market heterogeneity is by assuming
that customers can be grouped in a number of unobserved
homogeneous segments where customers in each cluster
have similar purchasing behaviours. This paper describes
the different procedures in affecting market segmentation
focusing more on the Finite Mixture approach, while the
application addresses heterogeneity issues in customer
preferences when purchasing iPads given demographic
and product-related predictors.

1. INTRODUCTION

Traditionally, market segmentation have been conducted
either by using priori segmentation in which the number of
segments are determined before the data collection or post
hoc segmentation in which the segments are identified by
forming groups of consumers that are homogeneous along a
set of measured characteristics. One of the most used post
hoc methods is the two-stage approach in which a conjoint
regression model is fitted for each respondent and utilities
(regression coefficients) are estimated for each level of each
attribute for every person. Segments are then generated by
conducting cluster analysis of the individual-level utilities.
The main problem with the two-stage approach is that
different clustering techniques produce different segments
in which the initial utility estimation method and the
subsequent cluster analysis optimize different and unrelated
objective functions.

In response to the limitations of these traditional clustering
methods, several integrated conjoint segmentation methods
were proposed where the estimation and the segmentation
stage are conducted concurrently. Hagerty (1985) proposed
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a Q-type factor analysis to partition the respondents and
showed that the method reduces the variance of individual
parameter estimates without unduly increasing the bias of
the estimates. Kamakura (1988) uses the same general
approach by pooling respondents who are similar in terms
of their conjoint full-profile responses, but employs an
agglomerative clustering algorithm. He showed that his
approach improves predictive accuracy at the individual
respondent level. (Ogawa 1987) presented a stochastic
logit framework to model rank order responses. The model
uses a hierarchical, non-overlapping clustering method and
estimation and segmentation are conducted concurrently.
(DeSarbo et al., 1989) proposed a clusterwise regression
procedure that uses a simulated annealing algorithm for
optimization. (Spath 1982) proposed a non-hierarchical,
clusterwise regression procedure to identify homogeneous
groups in terms of the relationship between dependent and
independent variables. (Wedel and Kistemaker 1989)
proposed a generalization of the clusterwise regression by
extending Spath’s method to handle more than one
observation per individual. Their procedure uses an
exchange algorithm, developed by Banfield and Bassil to
maximize the likelihood and yields non-overlapping, non-
hierarchical segments. (Wedel and Steenkamp 1991) used a
fuzzy clusterwise regression algorithm to partition the data
by minimizing the residual sum of squares criterion, which
represents the sum of the distances of subjects from the
regression equations in all clusters.

The development of new techniques for segmentation in
the area of finite mixture (latent class) models stands out
to be the most far-reaching developments in the early 90’s.
The work of (Kamakura and Russell 1989), (DeSarbo et
al., 1992) and (Wedel and DeSarbo 1995) brought major
changes in market segmentation applications in theory and
practice. Finite mixture models address heterogeneity
through a discrete distribution where estimation is carried
out by maximizing the likelihood function. The main
advantage of these models is that they address market
heterogeneity by assuming a number of unobserved clusters.



Managers seem to be comfortable with the idea of market
segments, and the models tend to do well in identifying
useful groups. Another advantage of latent class models is
that they enable statistical inference where estimation and
segmentation are carried out simultaneously. A study
conducted by Vriens, Wedel, and Wilms (1996) found that
finite mixture models had the best overall performance of
nine conjoint clustering methods (which included both
post hoc and integrated conjoint segmentation methods) in
terms of parameter recovery, segment membership recovery
and predictive accuracy.

Recent changes in the market environment presented new
challenges and opportunities for market segmentation. The
introduction of micro marketing, direct marketing and
mass customisation enabled marketers to customize their
products or services to very small groups of customers.
This implied that estimation and predicted responses to
marketing variables had to be conducted at the individual
level rather than the segment level. Bayesian estimation
methods in marketing have gained popularity in the last
ten years and are used extensively in various marketing
problems. Besides providing a set of techniques that allow
for the development and analysis of complex models they
can estimate models at the individual level in which
heterogeneity is addressed through a continuous rather
than a discrete distribution. While the conceptual appeal
of Bayesian methods have long been recognized, the
recent popularity arises from computational and modeling
breakthroughs. Hierarchical Bayesian estimation was rarely
used in the past due to the fact that it could only be applied
to simple models since the class of models for which the
posterior inference could be computed was no larger than
the class of models for which exact sampling results were
available. The technical problems in applying the method
to complex models seemed insurmountable.

During the last ten years, simulation methods, particularly
Markov chain Monte Carlo (MCMC) methods have
overcome these computational constraints for a wide range
of marketing models. The classic work of (Roberts and
Casella 2004), (Gelman et al., 2004) and (Rossi et al.,
2006) contributed considerably towards this shift in interest
in Bayesian estimation. A study conducted by (Andrews,
Ansari and Currim 2002) compares the relative efficiency
of Finite Mixture and Hierarchical Bayes conjoint analysis
models in terms of fit, prediction, and parameter recovery.
The authors show that both modelling techniques are
equally effective in recovering individual-level parameters
and predicting rating evaluations. They found that the two
modelling techniques produce good parameter estimates
both at the individual and segment levels. Moreover, the
authors show that the two models are robust to violations
of underlying assumptions and that traditional individual-
level models tend to overfit the data.
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2. FINITE MIXTURE MODEL FRAMEWORK

Let the random variables y, =(y,) for j=1,...,n and

k=1,...,K, belong to a super-population which constitutes
a mixture of a finite number (/) of sub-populations in
proportions 7,,...,7;, where it is not known in advance

from which class a particular vector of observation arises.
The probabilities 7z, follow the constraint:

w,=1,m,20,i=1,...,1 (2)

Assume that the conditional probability density function of
¥, giventhat y, comes from class i, takes the form:

V0., —bl6,
/}k|i(yjk‘0,jk,/1i)=6Xp{%j)(jk)+c(yﬂ(’/1i)} (2)

for specific functions a(.), b(.) and ¢(.) conditional upon
class i and y, are independently distributed with canonical
parameters 6, and means /. The dispersion parameter
A, is assumed to be a known constant over observations in
class i, while a(4,) >0 . The predicted value g, is linked
to the linear predictor 77, through the link function g ()
such that in class i:

My = &ty ) 3)

where the linear predictor comprises P covariates X,,...,X,

where X =(X), p=1...,P and the parameter vectors

B.=(B,) inclassi.
»
n,=2X,8, 4)
p=1

Conditional upon class 7, a generalized linear model consists
of a specification of the distribution of the response variable
Yy » @ linear predictor, 77,, and a function g(.) which links

the random component to the systematic component. The
unconditional probability density function of an observation
vector y, can then be expressed in the finite mixture model

form:
VACALOEDILA | WP Rn) (5)
where @'=(z" B A", n=(n,....,7,)", A=(A,....4,)'

and f=(f",...,3")". To estimate the parameter vector
® we formulate the likelihood for @ :

L(@:)=]17,0,|®) ©6)



An estimate of the parameter vector @ is obtained by
maximising the above likelihood equation with respect @
subject to the constraint (1), using the EM algorithm
(Dempster, Laird and Rubin 1977). Once an estimate of
® is obtained, estimates of the posterior probability &,

that observation j comes from the latent class i can be
calculated for each observation vector y; by using Bayes’

theorem given by:

”iﬁﬁkli(yjk‘ﬂi’ﬁﬁ)
o, (y,| @) = (7)

711/ il B2

k=1

i

The EM Algorithm iterates between an expectation E-step
and a maximization M-step. To derive the EM Algorithm,
we introduce unobserved data z; indicating if observation

J belongs to latent class i, such that z; =1 if j comes from
class i and z; = 0 otherwise. It is assumed that these z,

are independent and identically distributed and have a
multinomial distribution.

f@|m=[]=" ®)

where the vector z; =(z z;)'. We denote the matrix

joeees
(2),...,2,)" by Z and the matrix (X,,...,X,) by X. It is
assumed that the observed data y, given unobserved data
z; are conditionally independent and that y, given z, has

the density function:

f(yjk‘zj)=Hf_,‘k|i(yjk ﬁi’ﬂ‘i)%j (9)

So the observations y, comprise the incomplete data set
and the unknown observations z; are treated as missing

data. Hence the complete data set combines X and Z and
the complete-data log-likelihood can be formed by using
the equations (8) and (9).

K I
222[]. In 7,

j=1 k=1 i=1

n K I n
i=1

InL (®;y.Z)= Zj lnf/k|,-(y/k|ﬂi’/1i)+
=

j=1 k=

The complete log-likelihood InZ_ (®;y,Z) is maximized

using an iterative EM algorithm. In the E-step the
complete log-likelihood is replaced by its expectation
calculated on the basis of the provisional estimates of @
from the previous iteration. In the M-step the expectation
of the complete log-likelihood is maximized with respect to
the parameter vector @ to obtain new updated parameter
estimates. The E-step and M-step are then alternated
repeatedly until the iterative procedure converges and no
further improvement in the likelihood function is possible.
Dempster, Laird and Rubin (1977) proved that the EM
algorithm provides monotone increasing values of the
complete log likelihood.
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In the E-Step the expectation of the complete log-
likelihood is calculated with respect to the conditional
distribution of the unobserved data Z given the observed
data y and provisional estimates of ®. E[InL (P;y,Z)]

can be obtained by replacing z; in InZ (®;y,Z) by their

expected values, E(z;

y,®). To obtain this expectation,

we first calculate the conditional distribution of 'y, given
Z, which is:

(10)

/(y|z.) =1j[ﬁf;k,,-(yjk|ﬂ,z,-)]w

i

By using Bayes’ theorem, we can derive the conditional
distribution of z; given y, by using equations (10) and

(8), which in turn can be used to calculate the required
conditional expectation given by:

K
”in/k|i(yjk|ﬂi’ﬂﬁ)
k=1

E(z]y, @)= (11)

1 K

Z”in/’k|i(yjk|ﬂi’/1i)

i=1 k=1

This is identical to the posterior probability ¢, ( yj‘(I)) in
equation (7). Estimates of the posterior probabilities &,

are obtained by evaluating equation (11) using the current
estimates of /3 and A.

The M-step maximizes the expectation of the complete
log-likelihood with respect to the parameter vector @ after
replacing the unobserved data Z in In L (®;y,Z) by their

current expected values &;:

I n I K n
E[InL (@;y,2) =2 ¥ @, Inf,, (v, B.4)+ D> > ¢ Inx,
i=1 k

i=l k=1 j=I i=l k=1 j=I

The maximization of E[InL (®;y,Z)] with respect to 7

subject to the constrain (1), is solved by maximizing the
augmented function:

(12)

where W is a Langrangian multiplier. Setting the derivative
of (12) with respect to 7, equal to zero and solving for 7,
A=, /n (13)

Jj=1
Maximization of E[InL (®;y,Z)] with respect to p and

A is equivalent to independently maximizing each of the
following / expressions:

=336,/ .4) (14)

Jj=1 k=1



3. APPLICATION

The finite mixture model was used to identify factors that
influence the customer choices when buying iPads and
identify the product attributes that most influence the
consumers in buying the product. In this application, the
three selected iPad attributes included the price, capacity
and connectivity. This survey was designed and devised
on Kwik Survey (an online survey questionnaire) where a
number of iPads profiles having distinct attributes were
generated and these profiles had to be assessed on a 7-point
Likert scale where 1 corresponds to ‘Not worthy’ and 7
corresponds to ‘Extremely worthy’. A rating scale was
selected since it expresses the intensity of a preference
better than a ranking scale. The target population for this
survey were university students. The respondents were
asked to provide demographic information, including their
gender, age and whether they owned an iPad.

The three selected iPad attributes included the capacity of
the iPad (16GB, 32GB and 64GB), connectivity (Wi-Fi
and Wi-Fi plus 3G) and price (€500, €600, €700 and
€800). These three attributes were chosen on the merit that
they are found in literature to be the most pertinent when
compared to the other attributes, such as colour and size.
A full-profile method and full factorial design were chosen
for the data collection method yielding a total of 24
distinct profiles. The sample of 364 participants who
completed the online questionnaire included a larger
proportion of females (55.5%) than males. Around 70% of
the university students had less than 24 years and only a
third owned an iPad.

To identify the optimal number of segments, the finite
mixture model was fitted several times each time changing
the number of segments from 1 to 4. For each solution the
BIC criterion was computed. Table 1 shows that the three-
segment solution is the one which minimizes the criterion.

Number of | Deviance Number of
segments K | (-2log L) | parameters d BIC
1 21192 7 21233
2 19203 14 19286
3 19133 21
4 19097 28 19262

Tablel: BIC value for each segment solution

4. RESULTS OF FINITE MIXTURE ANALYSIS

Posterior probabilities were computed for each respondent
and each person was allocated to the segment with highest
posterior probability. 212 respondents were allocated to
segment 1, 111 students to segment 2 and the remaining
41 participants to segment 3. Segment 1 included a larger
proportion of females, aged between 17 and 19 years and
owned an iPad. Segment 2 comprised a larger proportion
of males, aged between 20 and 23 years and owned an
iPad. Segment 3 included a larger proportion of males, aged
at least 24 years and did not own an iPad. Table 2 displays
the parameter estimates and standard errors for each
segment solution.
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Parameter | Standard
estimates Error Term

3.739 0.033 Segment(1)

5.137 0.045 Segment(2)

1.424 0.075 Segment(3)

2.478 0.036 Price(1).Segment(1)
0.740 0.048 Price(1).Segment(2)
0.824 0.080 Price(1).Segment(3)
1.538 0.036 Price(2).Segment(1)
0.504 0.048 Price(2).Segment(2)
0.387 0.080 Price(2).Segment(3)
0.625 0.036 Price(3).Segment(1)
0.209 0.048 Price(3).Segment(2)
0.080 0.080 Price(3).Segment(3)
-1.950 0.031 Capacity(1).Segment(1)
-0.865 0.041 Capacity(1).Segment(2)
-0.069 0.069 Capacity(1).Segment(3)
-0.874 0.031 Capacity(2).Segment(1)
-0.304 0.041 Capacity(2).Segment(2)
-0.254 0.069 Capacity(2).Segment(3)
-0.709 0.025 Connectivity(1).Segment(1)
-0.395 0.034 Connectivity(1).Segment(2)
-0.130 0.057 Connectivity(1).Segment(3)

Table 2: Parameter estimates and standard errors

Segmentation is effective if it is identifiable and accessible.
These segments are meaningless if they are not described
and defined. Figures 1, 2 and 3, show the mean rating
scores provided by respondents in different segments for
different profile manifestations categorized by the levels of
capacity, connectivity and price.
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Figure 1: Mean rating score by cluster membership and
iPad capacity

Respondents in Segment 1 worth iPads more if they have
higher capacity, faster connectivity and are less expensive.
Respondents in Segment 2 behave similarly to those in
Segment 1 because they value iPads more if they have
higher capacity, faster connectivity and are cheaper in price.
Though, on average, they are providing higher rating scores



and are discriminating less between the iPad attributes
categories since changes in their mean rating scores are
less conspicuous compared to those in Segment 1.
Respondents in Segment 3 are providing very low rating
scores. They are not price sensitive and hardly discriminate
between the iPad features since their mean rating scores
vary marginally for different profile manifestations.
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Figure 2: Mean rating score by cluster membership and
iPad connectivity
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Figure 2: Mean rating score by cluster membership and
iPad price
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ABSTRACT

This paper presents a simulation-optimization system for
personnel scheduling. The system is developed for the
Swedish postal services and aims at finding personnel
schedules that minimizes both total man hours and the
administrative burden of the person responsible for handling
schedules. For the optimization, the multi-objective
evolutionary algorithm NSGA-II is implemented. The
simulation-optimization system is evaluated on a real-world
test case and results from the evaluation shows that the
algorithm is successful in optimizing the problem.

INTRODUCTION

Posten is the Swedish postal services, owned 60% by the
Swedish state and 40% by the Danish state. Core business
comprises distribution of post/mail and logistics, and Posten
is one of the largest actors in these areas in the Nordic
region. With more than 30 000 employees and revenue of
approximately 25 billion SEK, Posten is also one of the
largest corporations in Sweden. Posten is mandated to make
postal services available all over the nation and handles
approximately 20 million mails per work day. The mandate
states that mail must be collected and delivered on every
workday and at least five days a week nationwide.
Furthermore, Posten must guarantee that at least 85 percent
of priority mail posted before a specific time must be
delivered during the following workday — wherever it is
addressed to in Sweden.

As the Nordic postal market is fully deregulated, mail
business is a highly competitive market. New operators are
becoming established, especially in larger cities, and can
compete with lower fees as they are not covered by the same
regulations as Posten. Facing national and international
actors operating in the same business areas puts high
demands on efficient mail operations, and additional
pressure arises from the legal directives that Posten is
obligated to follow, specifying that mail operations must be
fast, reliable, and cost-efficient. These challenges are not
unique for the Swedish postal market, but postal
administrations all over the world face the same requirement
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to continuously analyze and improve their services (Larsen
2003).

This paper describes a project that attempts to improve
Posten’s processes by developing a simulation-optimization
system for personnel scheduling. The current process for
creating schedules is manual, and creating efficient
schedules with low personnel overhead is difficult. The aim
of this project is to replace major parts of this manual
process with an automatic simulation-optimization system.
The system is not meant to totally replace the human expert,
but rather to act as a decision support tool. The reason for
not replacing the human is that there are many small, but
complicated, details that will be hard to implement into the
system.

The project described in the paper is a collaboration between
the University of Skovde and Posten. While the university is
responsible for the development of the system and the design
of the optimization algorithm, Posten contributes with
process knowledge and knowledge of soft parameters that
are crucial for the acceptance of the system. Posten also
contributes with a real-world test case that allows the system
to be tested on realistic data sets.

PROBLEM

The purpose of this system is to create personnel schedules
and assign people to those schedules, so that a given
personnel demand is met with the lowest total scheduled
time. This is an instance of a generalized set covering
problem and it can be formulated as an integer problem.
Usually the schedule composition is incorporated into the
linear model, either fully (Bard 2003) or partially (Easton,
1999). A linear model with arbitrary schedules would be
prohibitively difficult to solve. That’s why the linear models
are usually formulated as to only allow a smaller, sometimes
predefined, subset of possible schedules.

SOLUTION APPROACH

The difference in this system from other solution approaches
involving linear models is that fewer restrictions are placed
on the schedules. Instead of using the linear model for the
schedule composition it is done by a metaheuristic,
simplifying the linear model and allowing for more complex
schedules. This comes at the cost of a greatly increased



search space. To handle this large search space a parallelized
approach is taken, allowing the system to efficiently utilize
large computing resources. The personnel schedules created
by the metaheuristic must follow government laws, union
regulations and company policies.

OPTIMIZATION INPUTS

There are three inputs to the optimization, they are: the
personnel demand, schedule types and shifts. The personnel
demand is represented as a list of integers, where each
integer is how many people that are needed at a specific
time. Schedule types specify which types of employment
that are acceptable. It’s possible to limit how many percent
of the total amount of personnel that are assigned to each
schedule type. For example, 70% of all personnel should be
full time employees. Work shifts are constraints placed on
the schedules themselves, like earliest start time and the
maximum amount of continuous work. For example, a day
and night shift can be specified in order to prevent a single
schedule to have work scheduled sometimes during the day
and sometimes during the night.

OPTIMIZATION

The optimization procedure consists of two main parts. The
first part is a metaheuristic that creates a set of schedules,
which are then evaluated by the second part; a simulation
implemented using a linear programming solver.

Two objectives should be considered in the optimization: a)
to minimize the total amount of scheduled man hours, and b)
to minimize the total amount of schedules (in order to reduce
the administrative burden of handling a large amount of
schedules). The two objectives are usually in conflict,
because the more schedules that can be used the easier it is to
fit the schedules to the personnel demand.

The difficulty with conflicting optimization objectives is that
there is usually no single optimal solution with respect to
both objectives. Instead of a single optimum, there is a set of
optimal trade-offs between the conflicting objectives, called
Pareto-optimal solutions (Deb, 2004). In order to manage
multiple objectives, specific optimization algorithms have
been suggested. Instead of only seeking a single optimum,
these algorithms maintain a set of Pareto-optimal solutions.
One of the most efficient algorithms for Pareto optimization
is the elitist non-dominated sorting genetic algorithm
(NSGA-II) (Deb et. al, 2000). Due to the algorithm’s proven
efficiency, this is the optimization algorithm selected for the
study. Further details are given in the next subsection.

NSGA-II Algorithm

NSGA-II is basically a genetic algorithm extended with
features for handling multiple trade-off solutions (Deb et al.,
2002). Like an ordinary genetic algorithm, NSGA-II
maintains a population of solutions (in this case schedules)
and refines these solutions through generations. In the
refinement process, crossover and mutation operators are
used to create offspring solutions that become part of the
next generation. The basic steps involved in evolution

62

algorithms are presented below (a complete description of
genetic algorithms can be found in Béck et al., 1997).

Initialize population
Evaluate the fitness of solutions in the population
Repeat
Select solutions to reproduce
Form a new generation of population through
crossover and mutation
Evaluate the new solutions
Until terminating condition

Two vital parts in NSGA-II, as in all evolutionary
algorithms, are the crossover and mutation operators. The
implementation of these operators is further described in the
next two sections.

Crossover Operator

The crossover operator is used to exchange schedules
between solutions. It takes two solutions as input (the
parents) and produces two solutions as output (the children).
To select the schedules to pick from the first parent the
crossover operator adds all schedule indices into a list,
shuffles it and then it randomly selects a subset of that list to
insert into the first child, the remaining schedules are added
to the second child. Then the same procedure is performed
for the second parent. The end result is two children that are
a mix of the schedules from the two parents.

Mutation Operators

There are seventeen different mutation operators; they differ
from the crossover in that they make smaller changes,
usually only affecting one schedule. These operators were
chosen based on small-scale experiments, which
demonstrated that each operator could produce beneficial
mutations. A more thorough analysis on the effects of the
different operators is out of scope of this paper.
Abbreviation; schedule (S), work period (WP).

* Addone S, based on WPs from other Ss.

* Addone S, from randomly generated WPs.

* Remove one S.

* Addone WP toas.

* Remove one WP from a S.

*  Shorten one WP.

* Extend one WP.

* Pick a S and create a new S for each WP.

* Pick a S and create a new S from a subset of all WPs.

*  Pick a S and merge a subset of all other Ss into that one.
Remove the Ss that are completely merged.

*  Move one WP backward, cannot move beyond the
preceding WP.

*  Move one WP forward, cannot move beyond the
succeeding WP.

*  Move one WP, not limited by other WPs.

*  Move one WP from one S to another S.

*  Move the day rest.

*  Move the week rest.

* Rearrange the breaks on one WP.



SIMULATION

For evaluating schedules generated by the optimization
algorithm, a simulation is wused. The simulation is
implemented using C++ based on the software library Cbc
(https://projects.coin-or.org/Cbc) which is an open-source
mixed integer programming solver. The task of the linear
programming solver is to assign people to schedules. This is
an integer problem, since it’s not possible to assign, for
example, 4.6 people to a schedule. The issue is that solving
linear integer problems is computationally expensive. One
method of mitigating this is to relax the integer problem (and
round solution values up), thereby sacrificing solution
quality for solution speed. This is the approach taken in this
paper, since the relaxed problem is at least an order of
magnitude faster to solve, easily overcoming the loss of
solution quality.

From an overall perspective, the simulation takes a set of
schedules as input, finds the optimal assignment of people to
these schedules given a specific demand (using linear
programming) and eventually returns the total amount of
man hours and feasibility (if the schedule is valid, i.e. fulfills
basic constraints). Based on the results returned, the
optimization algorithm generates a new set of schedules and
sends these to the simulation model. This process of
generating and evaluating schedules (shown in Figure 1)
then continues until the user-defined stopping criterion is
met.

Total man hours & feasability

.

Optimisation
algorithm

Simulation

Schedules St poin
criterion

reached?.

Terminate

{

Figure 1. Simulation-Optimization Loop

For the optimization to find sufficiently good solutions, a
large amount of simulations is also needed. Although the
simulation is fast (one simulation run takes approximately 30
milliseconds), the time consumption of the optimization
process becomes quite large due to the high complexity of
the problem. To reduce the time consumption, a parallel
approach with multiple simulation agents is adopted. This
approach is further described in the next section.

PARALLELIZATION

For increased efficiency, a number of parallel computing
resources are used in the simulation-optimization. Contrary
to many other systems, not only the simulation but also the
optimization algorithm is distributed and run in parallel. This
is done because when the simulation is fast and/or the
amount of available computing resources is large, there
comes a point where the optimization algorithm can't
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generate solutions fast enough to keep the computing
resources completely busy. To scale the system beyond this
point the algorithm must be able to run in parallel instances.
Parallel instances of an algorithm that don't share solutions
are equivalent to running multiple serial replications of the
same algorithm. This can be useful to speed up a series of
replications, but it won't increase the speed of single run. In
order to do that solutions must be shared between the
algorithms so they can benefit from each other’s work.

There are three major parallelization strategies for
metaheuristic algorithms, which fall into three distinct
hierarchical levels, see Figure 2 (Talibi, 2009). On the
algorithmic level multiple independent or cooperating
algorithms are used to achieve parallelization. This is
problem independent and it also has the potential of affecting
the behavior of the algorithm. The iteration level concerns
the parallelization of a single algorithm. An example of this
would be in a population based algorithm the evaluation of
solutions could be performed in parallel. This is also
problem independent but it does not affect the behavior. The
last level is the solution level;, this concerns the
parallelization of one single solution evaluation. Either the
objective function is divided into several parts that can be
executed in parallel or the input data is partitioned. This is
problem dependent since both these approaches are tightly
coupled to the problem at hand.

Algorithmic level

lteration level

Solution level

Figure 2. Parallelization Levels

In this system the parallelization is both on the algorithmic
level (creating solutions in parallel) and on the iteration level
(evaluating solutions in parallel). There is no parallelization
on the solution level. By having the parallelization on both
the algorithmic and iteration levels it's possible to achieve a
system that can adapt to most problem instances (problems
differ in the time they take to create and evaluate solutions),
which allows for high utilization of computing resources by
avoiding bottlenecks in either the schedule generation or
assigning people to schedules tasks.

When an optimization instance finds a better solution it is
always directly sent to all other currently running
optimization instances. This means that there's only a small
time window where the instances differ in what solutions
they have. The advantage is that each optimization instances
is always operating on the global best solutions (or
something very close to it), with the disadvantage that there
are a lot of traffic between the optimization instances in the
beginning when it is easy to find better solutions. That



disadvantage is mitigated by the fact that it is possible to run
multiple optimization instances on the same computer, which
communicate by message passing via system memory in
order to avoid excessive network traffic.

EVALUATION

This section describes the evaluation of the simulation-
optimization system.

Test case

A real-world test case is being used for the evaluation. The
goals of the test case are defined as:

*  Make sure that the system generates schedules that obey
laws and regulations.

*  Find the optimal parameter settings to improve the
effectiveness of the system.

*  Evaluate the quality of the schedules generated by the
system.

*  Find the requirements of the graphical user interface.

For the test case, one of the departments at Postens mail hub
in Gothenburg was chosen. The hub has about 150
employees working in three shifts. As input to the test case,
the personnel demand for one month was collected with a
time resolution of half an hour, together with actual
schedules that was used at the time.

Baseline Comparison

For assessment of the performance of the NSGA-II
optimization algorithm, an additional optimization algorithm
is implemented for comparison. The additional algorithm
implemented is hill climbing, which is selected since it is
well-known, simple to implement and often used for baseline
comparisons. Hill Climbing is an iterative algorithm that
belongs to the family of local search algorithms (Russell and
Norvig, 2003). The algorithm starts with a random solution
to the problem and attempts to find a better solution by
mutating (changing) the solution. If the mutation produces a
better solution, it is kept and the procedure is repeated until
no further improvements can be made. A drawback of hill
climbing is that it can get stuck in local optima’s. This is
somewhat mitigated by the fact that the version used in this
paper is modified to work with two objectives. The
modification is that instead of only improving one solution
the entire non-dominated set is simultaneously improved.
This helps to preserve some diversity among the solutions.

The hill climbing is implemented with the same mutation
operators as the NSGA-II algorithm and also allocated the
same number of total simulation evaluations. For increased
efficiency, the hill climbing algorithm is implemented to
constrain the amount of schedules each solution can have to
a predetermined amount. This is done because even though
increasing the amount schedules will generally allow for
better solutions, this is only true up to a point. Further, this
point is usually well beyond what is considered a reasonable
amount of schedules. This fact is utilized by the hill
climbing, which allows it to store every solution with a
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unique amount of schedules and then individually improve
these solutions, using the second objective which is the total
amount of scheduled time.

Results

The optimization results achieved by the NSGA-II algorithm
and the hill climbing are presented in Table 1. As shown in
the table, the results indicate that NSGA-II outperforms the
hill climbing algorithm.

Table 1. Results (best solution found)

. Total man hours No. of schedules
Algorithm L. s ..
(minimize) (minimize)
NSGA-II 20 676 31
Hill climbing | 24 251 41

The results from the optimization are also shown in Figure 3.
In the figure, the y-axis represents the total amount of man
hour (as this is considered the most interesting of the two
objectives) and the x-axis represents number of evaluations.
As can be seen in the figure, the progress of the two
algorithms differs mostly in the beginning of the search and
is quite similar towards the end.

60000 —

W b

A B O

Hill climbing

Scheduled time (hours)

I |
500000 1000000 1500008 2000000

Evaluations

Figure 3. Results over time

It is worth to notice that from an algorithmic perspective the
hill climbing algorithm is considerable less time consuming
than the NSGA-II. While the NSGA-II algorithm took 79
minutes to run in the real-world test case, the hill climbing
algorithm took only 32 minutes (with the exact same number
of simulation evaluations allocated for both algorithms). The
reason that hill climbing is more efficient from an
algorithmic perspective is because it avoids computationally
expensive operations like non-dominated sorting and
crowding distance calculations that is used in the NSGA-II

algorithm.

Posten has evaluated the schedules obtained by the
simulation-optimization system and they see an advantage in



that the system heavily reduces the human effort associated
with creating schedules. Compared to the manual approach
of creating schedules used at Posten so far, a lot of time and
effort can be saved for the person responsible for creating
schedules. The optimization also makes it easy to obtain
schedules with certain focuses, for example, a minimum
number of full-time schedules, as the decision makers’
preferences are considered in the optimization process.

SUMMARY AND FUTURE WORK

This paper presented a simulation-optimization system for
improving personnel schedules in the Swedish postal services.
The optimization aims at finding schedules that minimizes
both the total man hours and the administrative burden of the
person responsible for handling schedules by reducing the
number of schedules. The two objectives of minimizing man
hours and number of schedules are conflicting; because the
more schedules the easier it is to fit the schedules to the
personnel demand. The difficulty with conflicting
optimization objectives is that there is usually no single
optimal solution with respect to both objectives, and to
handle this difficulty a specialized multi-objective algorithm
called NSGA-II is implemented. For evaluating solutions,
the NSGA-II algorithm uses a simulation based on the
software library Cbc. The simulation-optimization system is
evaluated on a real-world test case obtained from one of
Posten’s mail hubs in Sweden having about 150 employees.
The schedules being the outcome of the test case has been
evaluated by the company and the results look very
promising. These results have so far only been verified
theoretically, but in the future optimized schedules can
hopefully be implemented and evaluated also in reality. Even
though the system is not yet in use by Posten, the most
promising application is to provide information for strategic
decisions. For example, what it would cost to increase the
number of full time employees or what is the cost tradeoff
between using different number of shifts.

An improvement of the system would be to
programmatically integrate it with the personnel handling
systems used at Posten. Such integration would eliminate the
need of manually providing input regarding personal
demand, available personnel, etc before an optimization is
started. With integration, the optimization can be fully
automatic and save even more human efforts.
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ABSTRACT

Simulation-based innovization is a method for extract-
ing knowledge from a simulation model and optimiza-
tion. This method can help decision makers to make
high-quality decisions for their manufacturing systems
so as to enhance the competitiveness of companies. Nev-
ertheless, the simulation-based innovization process can
be computationally costly and having these resources
in-house can be expensive. By running the process in a
cloud environment instead, the company only pays for
the resources they are using. This paper proposes the
concept of a cloud-based computing platform that can
run the simulation-based innovization process and dis-
cuss its possibilities and challenges.

INTRODUCTION

When designing and improving a manufacturing prob-
lem, a series of decisions have to be made. These deci-
sions are about, for example, layout, manning, logistics
and level of automation, can pose a big challenge for de-
cision makers involved. The complex combinations and
interactions between all components within the manu-
facturing system make it hard for a decision maker to
understand the behavior of the system. To achieve the
best overall performance of the system is a very complex
task because it involves the selection of the optimal de-
sign based on the design variables on hand, for example
buffer sizes, machine properties and so on.

This paper proposes a computer platform that helps the
decision maker to define the problem and perform differ-
ent analysis on the problem with the help of simulation
models. Because of the complexity of manufacturing
systems, the simulation models can also be complex and
can therefore take time to run. The platform concept
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described in this paper solves this by using distributed
computing in a cloud environment.

The complexities and problems with decision making
on manufacturing problems are discussed in the next
section.

Innovization

One of the hurdles for decision making in manufactur-
ing problems is to organize all available data and convert
them into knowledge that the decision maker can use.
Even though the optimal solutions are known, there can
be a lot of knowledge embedded in these data. By ex-
tracting knowledge from these data, the company can
learn more about their manufacturing system than just
aiming at choosing an optimal solution to a problem.
One method to perform this, is by doing a post-
optimality analysis of pareto-optimal solutions from
multi-objective optimization (Deb and Srinivasan,
2006). They call the task of identifying the main prin-
ciples in a set of pareto-optimal solutions for innoviza-
tion (innovation via optimization). This task has pre-
viously been done manually by studying the pareto-set
but there are recent studies that have tried to do this au-
tomatically by applying data mining techniques, which
have shown promise in, for example engineering prob-
lems (Bandaru and Deb, 2011).

Data mining is a collection of algorithms and techniques
for extracting knowledge from data sets. By integrating
data mining techniques with innovization, the innoviza-
tion task can become even more efficient for decision
support for manufacturing problems. This has been
shown in previous work, e.g. (Ng et al., 2009, 2011).
By integrating interactive methods for supplying knowl-
edge back into the optimization loop, the optimization
process can be even more efficient, see Ng et al. (2013).

SIMULATION-BASED INNOVIZATION

This section describes a technique for extracting knowl-
edge from simulation-based optimization, hence called



simulation-based innovization.

Simulation-based innovization (SBI) (Ng et al., 2009)
uses simulation-based optimization (SBO) as a method
for retrieving the optimization data for analysis. The
second component in SBI is data mining which extracts
knowledge from the results from SBO, figure 1.
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Figure 1: Simulation-Based Innovization Process

Simulation-based optimization is an iterative process
where an optimization algorithm uses a simulation
model to evaluate solutions. Inputs are generated in
the optimization algorithm that are fed into a simula-
tion model. The response from the model is then used
by the optimization algorithm for generating a new set
of inputs. The optimization algorithm might perform
many of these iterations to get a solution that meets
the decision maker’s requirements. The evaluation time
depends on the type of simulation and the complexity
of the model. If the simulation model is stochastic, each
evaluation of the simulation needs to be replicated so
that statistically reliable output data can be generated.
Such a resampling also means that the optimization will
take even longer time to complete.

A company’s use of this kind of software will vary over
time. The need increases when the company plans for
new products and/or new manufacturing lines. Another
common use case scenario will be the continuous perfor-
mance improvement of an existing manufacturing line.
Because of all these different requirements, the utiliza-
tion of a computer cluster for SBO will also vary. This
makes it hard to decide how large the cluster should be.
In some situations, the cluster may be too small and at
other times it may be unused or with very low utiliza-
tion. If the cluster is too small, it may hinder the com-
pany to make decisions in time and on the other hand
an over-dimensioned cluster means the company has to
maintain unnecessarily costly computing resources.

In the next section, cloud computing is introduced as a
possible solution to this problem of computing resource
allocation.

CLOUD COMPUTING

Cloud computing has a broad meaning. In some defini-
tions, both the applications delivered through the cloud
and the services and hardware behind it can be referred
to as cloud computing (Armbrust et al., 2010). NIST
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(National Institute of Standards and Technology) (Mell
and Grance, 2011, p. 2) defines cloud computing as “a
model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable com-
puting resources (e.g., networks, servers, storage, appli-
cations, and services) that can be rapidly provisioned
and released with minimal management effort or service
provider interaction”.

Cloud computing with its scalable and elastic features
has opened up for new flexible and cost-effective web ap-
plications that have not been possible before. The move
from physical servers to virtual servers has led to the de-
velopment of different cloud services. A physical server
can host several virtual servers where the exact number
is limited by the resources on the host computer. This
technique gives organizations the possibility to increase
and decrease their computational resources which re-
sults in flexibility that is not possible with a traditional
data center. Such kind of scalability and elasticity is
unique to cloud computing, which opens up for new ap-
plications that rely on distributed computation.

Cloud computing for SBI

By utilizing the concept of cloud computing, the prob-
lems with a SBI platform can be mitigated. There are
many advantages offered by cloud computing, but the
bottom line is, it lets a customer to hire in only the
required computational capacity at the required time
frame. If the SBO platform is run in a cloud environ-
ment, the company does not have to own any cluster
hardware and in that way save money, electricity and
other resources. Cloud computing usually has a “pay
as you go” model (Furht and Escalante, 2010, p. 69) so
that the customer only pays for the services they use.
Because of this, it is possible to start only the number of
virtual computers that are needed at the required mo-
ment, which makes the solution "elastic" but still highly
scalable.

The next chapter describes some of the related work that
has been done in the area of simulation and optimization
in the cloud.

RELATED WORK

A survey of related work has been performed and there
are attempts to migrate simulation and SBO to the
cloud.

Fujimoto et al. (2010) discusses the potential benefits
and challenges with running Parallel Discrete Event
Simulation in a cloud environment and proposes an
architecture they call Aurora. Aurora is based on
a master/worker paradigm where a controller sends
work packages, called Simulation Packages, to workers
which contain information about what tasks the workers
should perform. The controller and workers can run on
a cloud environment. The main benefit is that it is pos-



sible to hide the complexities with parallel simulation
and make parallel simulation more easily accessible to
the simulation community. In terms of challenges, the
authors mention that there are no tools available for this
kind of simulation and that the security and availability
must be further investigated.

Liu et al. (2012) also discuss the possibility to make sim-
ulation available in the cloud. The authors focus on how
existing simulation software can be made available in
the cloud and propose an architecture called CSim. The
user accesses the simulation software through a website.
The website is connected to a set of services that pro-
vides the functionality of the simulation software. The
services, as well as the website, are running on virtual
computers. To be able to make use of the resources in an
effective way the CSim architecture can scale the num-
ber of computing resources to fit the actual computing
requirements.

Another web-based simulation architecture is proposed
by Rossetti and Chen (2012) for simulating supply
chains in the cloud. The authors propose an archi-
tecture they call Cloud Computing Architecture For
Supply Chain Network Simulation (CCAFSCNS). The
CCAFSCNS architecture includes a workload manage-
ment system called Condor for distributing the simula-
tion jobs. This system queues and distributes the jobs
while it also manages the computing resources. The jobs
are originally created on a local computer and are up-
loaded to the CCAFSCNS server and then later down-
loaded for analysis on the local computer as well. For
the prototype, the authors are using the research grid
FutureGrid project to be able to test how the archi-
tecture works. When the authors are simulating large
multi-echelon supply chains in their prototype, the sim-
ulation time is significantly lower compared to a single
desktop computer.

An architecture for putting SBO in the cloud for visual-
izing and optimizing integrated circuits is described by
Zhu et al. (2012). The simulation model consists of a
Matlab project simulating a dual die CPU. By applying
the multi-objective evolutionary optimization algorithm
NSGA-II, which feeds input to the simulation model, the
authors can determine the best allocation of conductors.
This SBO loop is running on a virtualized environment
based on the Oracle Virtual Box and can use several
virtualized computers to distribute the simulations. A
GUI is built in PHP in form of some web page to let the
users access the system. Again, by applying cloud com-
puting techniques, the authors have shown significant
reduction in computation time.

A concept for a platform for running the SBI process in
the cloud is presented in the next section.

CLOUD BASED SBI PLATFORM

In principle, the process of SBI fits well in the dis-
tributed cloud environment. In its most basic form, both
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SBO and data mining can be parallelized and therefore
the individual computational work packages can be sent
to different computers in a distributed environment.

In the following, we propose a new platform that can
perform simulation-based optimization and automati-
cally applies data mining techniques on the optimization
results. The platform is also designed to make use of the
properties of cloud computing, which makes it different
from a regular distributed computing.

Components

The SBI process needs at least two components, SBO
and data mining. The SBO process results in a large
amount of data from which the data mining process can
be used to generate usable knowledge. In figure 2 the
main parts in the concept platform is shown.

System control

This part of the system manages the resources and has
two main functions, controlling the computing resources
and controlling the optimization and data mining pro-
cesses. The instance controller launches virtual com-
puter instances based on the computational need from
the optimization and data mining processes. These in-
stances are later closed when they are not needed.

Computing resources

The computing resource component assembles all the
computational needs and runs them on a virtual com-
puter. There are three functions that need computa-
tional resources in the platform: evaluation of simula-
tion models, optimization algorithms and data mining
algorithms.

The virtual computers that run the computing resource
component may run different operating systems, de-
pending on the need for the specific work package. De-
pending on the cloud environment, there can be sev-
eral different instances that the platform can choose
from. It is the system control component that initiates
the launch of the instances. The number of evaluation
threads depends on the virtual computer specifications,
i.e. number of virtual cores and memory. Both the opti-
mization and data mining algorithms are also controlled
by this component. The idea behind the computing re-
source component is to easily render a virtual computer
in different roles, depending on the situation.

Data storage

All the data that are generated in the platform are
stored by the data storage component. This can be,
but is not limited to, optimization projects with simu-
lation models, optimization results and rules extracted
from the data. To be able to make use of the scalability
of the cloud environment, the storage should be able to
grow together with the amount of data and number of
users as well. By storing the data different users can
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Figure 2: Concept For SBI System

view and modify the same data and because of this col-
laborate on the same project.

The data storage component can use different tech-
nologies for storing the data like NoSQL and relational
databases, as well as cloud storage facilities like Ama-
zon S3 (Simple Storage Service). New technologies like
NoSQL databases have emerged to handle large data
(Nambiar et al., 2014), often called big data. These kind
of technologies can handle elastic scaling which is diffi-
cult with a traditional storage solution. Therefore the
NoSQL databases fit well into the scalable and flexible
environment that cloud computing relies on (Pokorny,
2013).

Client software and devices

The platform can be interfaced by many types of clients
through an API in the system control component. To
be able to use the platform, the user needs a simulation
model that is supported by the platform. The design of
the platform supports all simulation softwares that are
interfacable with an API that supports starting simula-
tions, changing setting, as well as retrieving inputs and
outputs. The optimization can be initiated directly from
a supported simulation software which sends the simula-
tion model together with the optimization problem (e.g.
objectives, the selected algorithm and its parameter set-
ting) to the platform.

The experiment analysis software is used to view the re-
sults from the optimization as well as performing analy-
sis on the results. This software can also initialize data
mining analysis and view the resulting rules extracted
by the data mining process. The extracted rules are
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stored in the database linked to the experiment.
Interactivity

The platform should be able to let the decision maker
guide the optimization during its progress. For exam-
ple, by supplying one or more reference points to a ge-
netic algorithm, it is possible to find better solutions in
less time (Siegmund et al., 2012). This can improve the
performance of the platform as well as letting the de-
cision maker to point out the preference regions in the
objective space to guide the local search. The reference
points can be modified throughout the optimization to
make sure that the decision maker can provide his/her
knowledge during the optimization.

Security issues

There are some inherent security issues with using a
public cloud computing platform. To many companies
and organizations, the major issue is that data are sent
to a third party. For example, a simulation model de-
picting a future manufacturing line can contain a lot of
sensitive data like processing times, layouts and produc-
tion processes. This type of information may be harmful
if they are accessible by the competitors. The data lo-
cality problem is also one of the main security issues that
Subashini and Kavitha (2011) mentions in their exten-
sive review of security issues in cloud computing. One
solution to this problem is to encrypt the data stored
within the system (Anil and Thanka, 2013). Zissis and
Lekkas (2012) also discusses different security issues and



propose the use of encryption both of data and the trans-
portation of the data at a lower level. The traditional
security challenges of an I'T system also apply to a cloud
based system but there are additional challenges as well.
Rong et al. (2013) have listed a couple of issues related to
resource location and multi-tenancy. The multi-tenancy
issue is unique for cloud computing where the cloud
providers often use one host computer for several vir-
tual computers that can have different customers. It
is a risk that a customer may perform attacks against
another customer’s virtual computer on the same host.

APPLICATION IN INDUSTRY

An example of the use of simulation-based innovization
in industry can be found in Pehrsson et al. (2013) that
has proposed a workflow that supports decision mak-
ing in the industry with the use of simulation-based in-
novization.
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Figure 3: Decision Making Workflow With SBO

The workflow, shown in figure 3, proposes an itera-
tive process in which the decision makers starts with
a simulation model that is used for generating data for
analysis with the help of simulation-based optimization.
The steps in the workflow are refined by the knowledge
gained by the subsequent steps in a iterative loop. This
leads to decisions of higher quality compared to running
the workflow only once (Pehrsson et al., 2013).
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This workflow is, in part, supported by the proposed
SBI platform. The simulation model is very specific for
each problem and is created outside the platform in a
simulation software. Identification of system constraints
is done by the decision maker but is used as an input to
the SBI platform as well as the simulation model. The
rest of the steps can be done entirely in the SBI platform
to help the decision maker. Results from the steps are
stored in the database which can be used for documen-
tation of the decision. This also supports the iterative
property of the workflow because earlier used data can
be updated and reused. The storage also makes it pos-
sible for several users to collaborate on a project which
may be difficult if the SBI process is done manually in
separate software.

SUMMARY

In the SBI process, where simulation, optimization and
data mining processes are integrated, it can be helpful
for supporting decision makers to make decisions for a
complex manufacturing environment. Although there
are tools and platforms for performing simulation-based
optimization, there is no complete tool chain for the
complete SBI process. This paper describes the concept
of a cloud-based computing platform that is able to as-
sist decision makers in making decisions for designing
and improving complex manufacturing systems.

The main feature of the platform is that it has the pos-
sibility to adjust the computational resources for the
current load. If the platform is running on a public
cloud where the users pay for what they are using, this
feature will lower the costs of running the platform. It
will also give the possibility to run a complex analysis
which requires a lot of computing resources. Most of the
platforms that have been reviewed in this paper do not
provide this capability.

One of the largest challenges is the security aspect of
cloud computing in general. The security is very impor-
tant in this kind of solution because of the sensitivity of
the information in the data. This has to be considered
throughout the design and implementation of the solu-
tion. Encryption of both the communication and the
stored data will be required but there are other security
issues that encryption cannot alleviate, for example the
multi-tenancy issue.
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ABSTRACT

Today’s shop-floor operators’ working tasks often stretches
over a broad spectra of jobs; from ordinary production
assignments to handling errors and performing maintenance.
Demands for enhanced skills and knowledge are constantly
raised to limit the consequences of tool breakage, machine
down time and other stochastic events negatively affecting
the production.

To be able to meet these increasing demands a framework for
a distributed and adaptive decision support system is
proposed. It will help the shop-floor operator to distinguish
between decision options and minimize time to consider
appropriate actions to maximize productivity both during
normal production and when facing unexpected or
unscheduled events.

“In what ways is it possible to support operators in making
decisions for optimal productivity?” was the opening
question from the industry partner when beginning this
research. Targeting this question a novel framework for an
adaptive decision support system (DSS) enabled by event-
driven function blocks, based on decision logics is proposed.
Its ability to adapt to the actual conditions on the shop-floor
is compared to a currently used voice message system in a
test case.

INTRODUCTION

Short product life cycles in combination with an increasing
number of product variants due to rapidly changing market
demands is a normal day at work for most manufacturing
companies today. To be competitive in a rapidly changing
global market the production system has to be able to rapidly
respond to shifting demands. Much research effort and

75

Goran Adamson

Virtual Systems Research Centre

University of Skovde
541 28 Skovde
Sweden

Philip Moore

Academy of Innovation & Research

Falmouth University
Tremough, Penryn
Cornwall, TR109EZ
United Kingdom

resources have focused on how to optimize the machines,
buffers, processes etc. of the production system. Less
research effort has been spent focusing on the shop-floor
operatoratives perspective. The role of the operator has
evolved from one being stationed at one machine solving one
specific task to an employee having increased responsibilities
and scope which demands extensive skills in an environment
where the difference between blue and white collar becomes
less distinct (Dencker et.al., 2009). The efficiency of
production as a whole is essential to the future
competitiveness of a sound manufacturing company.

The environment of the shop-floor operators is affected by
external variables set by demands from the market in
combination with internal stochastic variables, such as,
broken or missing tools, fixture shortages, down-time for
machines and changes in the number of available operators.
Such stochastically changing conditions raise the bar
demanding an ability from shop-floor operators to handle and
act in an information intensive environment with an
increased degree of uncertainty. Neither traditional planning
systems nor ordinary control systems usually have the
capability of handling such events, which consequently
negatively affect the production efficiency (Xu et. al. 2011).
The level of adaptability of the production system is a
significant indicator of its ability to handle and manage
counterproductive situations. A distributed control system in
combination with real-time production data can help
facilitate adaptive decision-making and a dynamic control
capability. It can enable the vital and valuable capacity of the
production system’s ability to handle uncertainty (Monostori
et. al., 2010) (Wang et. al., 2012). Limited time and a lack
of transparency of available options and their consequences
challenge the operators in considering appropriate actions
both during normal production and when facing unexpected
or unscheduled events. This indicates a need for adaptive
decision support for shop-floor operators. This paper
introduces a proposed architecture for such an adaptive and
distributed DSS for shop-floor operators working in a
demanding production environment. Adaptive decision logic



is tested in a case study simulation of a production line
together with our collaborative partner from the automotive
industry.

This paper is organised in the following sections. Section
2 presents a literature review focusing on the shop-floor
operator and on decision support for shop-floor operators.
Section 3 presents the proposed frame work for an adaptive
decision support system. In Section 4 a case study comparing
the current voice message system and the proposed adaptive
decision logic is presented. Section 5 concludes the paper.

LITTERATURE REVIEW

The great potential of operators to adapt to different
situations is discussed by Payne et. al. (1993). However,
during production with dynamically changing demands and
stochastic events, it is unlikely that an operator is able to
process and evaluate all available information to make
informed decisions and prioritizations at all times. It would
be good if the operators could act as rational decision makers,
defined by Lee (1971). A rational decision maker should be
completely informed, infinitely sensitive and rational,
knowing exactly what to do in every situation. No shop-floor
operator can hold and process all production information in
real-time being a rational decision maker, but a well-designed
DSS can help in getting closer. A decision is not an isolated
event in time. The current situation of the shop floor operator
is affected by previous production status and also impacts the
subsequent status. It is therefore essential that the DSS used
on the shop floor is developed with the operator in focus.
Despite the obvious importance of the narrow time window
and connectedness to the whole, it is seldom modelled in
research (Hollnagel 2002).

Research focusing on DSS for industry is not an immature
academic topic. In 1971 Gorry and Scott Morton presented
the concept “decision support system”. In two
comprehensive publications, more than 30 years later, Arnott
and Pervan (2005 & 2008) reviewed production research
concerning decision support systems. They defined seven
major DSS sub-fields in the literature reviewed but could
also point out a severe and significant lack of case studies,
widening a gap between research and practice. An indirect
signal of a general absence in DSS research which focuses on
the needs of shop-floor operators is their definition of DSS
“the area of information systems (IS) discipline that is
focused on supporting and improving managerial decision-
making”. Though there is some light in the cloudy sky, some
research focusing the shop-floor operator and industrial
production case studies in DSS for shop-floor operators has
been performed.

A research project aimed at the shop-floor operator is ProAct
(Dencker et.al 2009), which focuses on the importance of
reaching a proactive working environment for shop-floor
operators. Dencker et. al. conclude that operators having
proactive behaviour will lead to higher competitiveness
through flexibility gains and also a reduction of the total lead
time for assembly operations. The design of a proactive
assembly system is further discussed by Fasth et. al. (2010).
The potential of shop-floor operators is utilised using criteria
and interaction of the areas; automation, information and
competence of the operators’. The “operator of the future” or
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at least an approach trying to find its definition and
requirements are presented by Grane et. al. (2012) and Berlin
et. al. (2012). Through workshops engaging several Swedish
process and manufacturing industries and system developers,
the tasks and needs of the future operator were investigated.
The single most important variable found in their work is
information interpretation. Future shop-floor operators have
to be able to correctly interpret their working environment in
order to act as a part of it. In a production environment
where the amount of information will cause overload of any
human recipient the need for a DSS is clear.

A DSS for operators at an engine manufacturing unit using a
distributed environment is presented by Gertosio and
Dussauchoy (2003). The developed DSS communicates with
each operator giving a list of next executable actions the
operator can act upon in order to increase effectiveness.
Swanepol (2004) worked together with a tube mill and
developed a DSS for their operators. It assists the operator
to, when needed, manually change operating settings of the
welding process to return it to stable conditions. The welding
process in the tube mill is monitored on-line acknowledging
the operator when an alarm occurs. The DSS indicates
appropriate action to be taken by the operator. Elghoniemy et
al. (2006) presents a simulation-based intelligent decision
support system (IDSS) developed in cooperation with a
Canadian milling plant manufacturing doors and windows.
The IDSS assists operators in decision-making by presenting
recommended actions and through a simulator the operators
are able to examine the effects of the recommendations
before choosing the one to implement. Continued research on
the IDSS at the rough mill was presented by Elghoniemy and
Gruver (2012) in which an agent ontology was developed,
and a prototype system implemented. The IDSS-
demonstrator offers the production staff benefits, such as
helping operators to make consistent and standardized
decisions, the ability to run the production using less
experienced personnel and a possibility to train new
operators, as well as knowledge acquisition and transfer
when  experienced operators update the IDSS
recommendations. Gebus and Leiviskd (2009) present a DSS
for an electronic assembly line using knowledge acquisition.
They state that “an effective decision support system is
essential to provide workers with information necessary to
identify the causes of a problem and take appropriate action
to solve it”. The aim of the proposed DSS is to improve
product quality by providing to the operators understanding
and formalization of the parameters influencing it. Frantzén
et. al. (2011) presents a DSS which uses a simulation-based
scheduling system for on-line optimization (OPTIMIST).
The OPTIMIST system is implemented at an automotive
manufacturer giving the shop-floor operators continuously
updated and near-optimum scheduling solutions. Simulation
Techniques are also used by Ugarte et. al. (2008) when
developing a DSS for an aluminium industry. The approach
supports a rescheduling process in an enterprise resource
planning (ERP) controlled system. Thorvald et. al. (2014)
focuses the information context in a DSS for assembly
workers. They discuss and investigate in what way the
performance of operators is affected by how the needed
assembly information is presented.

Research on decision support systems are comprehensive but



as presented in the literature reviews by Arnott and Pervan
(2005 & 2008) has the major approach been from the IS
point of view. Their reviews also show that when researchers
have approached production systems the focus has been on
the management level. Few researchers have published work
from the industrial shop-floor operators’ perspective of
decision support and their need of adaptive support in real-
time.

FRAME WORK FOR AN ADAPTIVE DECISION
SUPPORT SYSTEM

To optimally run a modern production line with its
combination of automatic, semi-automatic and manual
stations is a tough task even if every machine and operation
is up and running according to plan. The operators facing
tool and machine breakdowns, variances in material and
cycle-time and on top of that various alarms will strongly
impact the production outcome through made action
prioritization. To meet the changing conditions and incoming
stochastic events the supporting systems must be able to
adapt to actual production status and respond in real-time.

Breakdown
5 min

Breakdown
45 min

0P80 OP70

Figure 1. Question initiating project: In what way is it possible to
support operators in making decisions for optimal productivity?

Framework for an Adaptive Decision Support System

When initiating the research project Wise-Shopfloor a
question from one of the industrial project partners was “In
what way is it possible to support operators in making
decisions for optimal productivity when the production
system calls for action at several locations?” (Figure 1). To
meet the demands from the project partner and the shop-floor
operators, architecture for an Adaptive Decision Support
System (ADSS) is proposed. The aim of the proposed ADSS
is to provide the right operator with the right information at
the right time in a dynamic production environment with
stochastic events calling for actions. It is not enough that the
DSS just “reply” with static information. The DSS has to
adopt to the actual situation on the shop floor: What
operators are available? What other events are calling for
action? etc. The DSS should also be possible to customize by
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its users as later described in this paper. All together the DSS
must be adaptive to different settings and changing
conditions — an Adaptive DSS.
In a literature survey by Power (2002) five areas are listed in
which an organization can benefit by using a DSS:
e A DSS can enhance productivity.
e A DSS can improve decision quality.
e A DSS can support interpersonal communication.
e A DSS can improve the quality of the made
decisions.
e A DSS can increase organizational control through
standardization of decisions/actions.

Of all DSS reviewed by Power (2002) none claimed to
perform in all five areas. The proposed ADSS focuses the
first three areas in Power’s list to facilitate shop-floor
operators to make decisions for optimal production output.
The proposed ADSS is divided into four mail modules:
Production status evaluation, Adaptive decision logic,
Dynamic resource position detection and the Operator device
(Figure 2). The ADSS also uses some supporting facilities:
real-time monitoring of the production line together with
process plans and the production status from the production
management system (PMS). The status of the production is
evaluated and function block based decision logic is used in
combination with resource positioning to enable decision
support to the shop-floor operators in real-time both during
normal production and when incoming events call for action.
Supporting modules are marked with dashed lines in Figure
2. The four main modules of the ADSS can be divided into
two layers, one server level which holds the three outer
modules (marked with * in Figure 2) and one individual
level, each operator’s device, which can be individually
configured to some extent.
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Decision Support ADSS *
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Figure 2. Architecture of proposed ADSS

Process monitoring and production information

Updated and correct data from the production system is
critical for the operators’ ability to correctly understand and
interpret the current production status. The proposed ADSS
uses real-time monitoring technology as described by Wang
et. al. (2011). It uses a web based solution which



considerably reduces network traffic while increasing the
controllability of the production system. The web based
solution is not limited to shop-floor usage but can also be
used from remote locations. The PMS collects and saves
information about production rate and status. It is displayed
as well as machine availability to both the management and
the shop-floor operators. The current production status both
in an overall perspective and for the different sectors of the
production is evaluated using the outputs from the ADSS
adaptive decision logic and the PMS.

Production evaluation and decision logic

The adaptive decision logic and also parts of the module
production status evaluation are built by event-driven
function blocks (FB). These FBs are reusable functional
modules based on the event-driven models defined in the
international standard IEC 61499. The behaviour of the FB is
internally controlled by a state machine. Different internal
algorithms are executed by the state machine depending on
arriving events and the current state. In Wang et. al. (2008)
and Holm et. al. (2013) is the functionality and test cases
using FBs more thoroughly described.
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Figure 3. Operator positioning system

Interviews with ten operators at three production lines at
Volvo Cars in Skévde were made during 2012. The aim of
the interviews was to have their view of the everyday
situation and possible needs and requirements of a DSS for
shop-floor operators. The most emerging property mentioned
by the interviewed operators was that the DSS should be
customizable. Each group and in some cases each individual
should be able to customize the settings. This requirement is
met through the selectable characteristics of the Adaptive
Decision Logic by the internal algorithms of the FBs. Run

-time output from the other three ADSS-modules are used to
control the FBs enabling adaptive decision support in real-
time to the shop-floor operators. The algorithms in the FBs
can be updated or changed when, for example, a new
optimum, due to changing production conditions, is found.
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Dynamic resource location detection

A shop-floor operator of today is usually not stationed at one
location but operates over a larger area handling several
machines and stations. Also trucks and other joint resources
move in the whole production premises and their position is
an important variable when giving information and assigning
tasks. The proposed ADSS uses low-energy Bluetooth
technology for a positioning system that enables tailored
information and task allocation depending on position and
availability. The positioning system tracks, for example, the
position of the operator device @. It is sent as input @ to the
decision support server and the decision logic, affecting the
support output ® to the operators (Figure 3).

CASE STUDY

In the case study, two different approaches on assigning
operators to incoming stochastic events from the production
line are evaluated by comparing the throughput per hour. The
module Adaptive decision logic is compared to the at site
installed voice message system. Online production data in
real-time was not available for the test case; instead the
production throughput is compared using a simulation model
of a production line and its operators. The model has two
lines, one of them having 13 stations served by four
operators. Between each station is a buffer (triangle) with
three places. The other line has eight stations and two
operators (Figure 4). This line has two places in each buffer
between the stations and the last buffer before it is connected
to the longer line has six places. The longer line is divided
into three sections and the shorter one into two sections. The
shorter line produces products that are used in the longer
production line. If necessary the operators can of course help
their colleagues both on their own and the other line.

N Ay wihe
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Figure 4. Production system used for the two experiments in the test case.

During the test case two experiments are performed. The first
one uses a model of the installed voice message system to
acknowledge the shop-floor operators. It polls machine status
using the beacon signals of every station. An occurring event
is acknowledged to every operator within the sector through
a voice message to the operators using handheld receivers.
The events can either indicate that a machine is changing



alarm status or that it is time to do a periodic measuring
verification. If the operator is occupied, another operator in
an adjacent section is called. During working hours the
operators rotate the sections in which they work. In Figure 5
is depicted the event flow through the voice message system
used in the test case.
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Figure 6. Event flow through the proposed ADSS frame work.

Experiment number two in the test case uses the ADSS and
the decision rule “Competence matrix”. The adaptive
decision logic uses the competence matrix when assigning an
operator to a task. The event flow through the ADSS-
framework used in the second experiment is illustrated in
Figure 6. Incoming events from the production line are
processed by the ADSS-server. The decision logic choses
among available operators the one with the most suited
competence for the current task. A message is sent to the
assigned operator’s device. The assigned task is visualized
and the operator has to either accept or refuse the
assignment. If accepted the ADSS-server sets the operator’s
state to occupied. When the task is completed, the ADSS-
server is acknowledged and the operator state is reset to
unoccupied. If the task is denied by the operator or if the
limited respond time is exceeded, the ADSS-server assigns
the task to another operator.
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During the simulation events (errors, tool changes etc) are
generated at the stations. The response from each system
(VMS and ADSS) giving impact to the model’s output are
used for evaluation. During the case study each of the two
systems, the voice message system in experiment one and the
ADSS in experiment two, was run in the simulation model
for 168 hours (seven days) with 50 replications. The voice
message system in the first experiment reached an average
throughput per hour of 9,739 with a standard deviation of
0,206. The average throughput per hour in the second
experiment using the ADSS was increased with almost 9%,
reaching 10,608 with a standard deviation of 0,071. The
proposed ADSS wusing the FB-algorithm “Competence
matrix” showed a significant better result than the installed
voice message system (Figure 7 and Table 1).
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Figure 7. Average throughput/hour for the two experiments in the test case.

Table 1. Statistics from the two experiments in the case study.

Experiment u Star}da.rd Minimum | Maximum
average | Deviation
Exp 1 9,739 0,206 9,307 10,175
Exp2 10,608 0,168 10,301 10,976
CONCLUSIONS

Decision support systems are not newcomers within the
manufacturing industry. There are several different systems
operating on various organisational levels but few have its
base on the shop-floor with the operators in focus. The
predominant base for DSS has been a managerial level with a
decision time range of at least some hours up to several
months. The shop-floor operator cannot spend that much
time between incoming event and implemented action. A
decision has to be made by the shop-floor operator usually
within seconds in a dynamic environment with stochastic
events. In this paper a novel DSS aiming the needs of the
shop floor operator is presented. The presented scope is
within automotive industry but the system can be used in any
working environment where operators struggle with
stochastic events (errors, tool changes etc) negatively
affecting the production.



This paper’s contribution against the reported literature can
be concluded as follows. 1) The shop-floor operator is in
focus of the proposed ADSS-framework. The ADSS gives
decision support in real-time compared to managerial
decision support systems having a decision time range of
several hours or more. 2) The proposed ADSS-framework
uses event driven function blocks which enables system
adaptability through its encapsulated algorithms. 3) The
proposed ADSS-framework facilitates the shop-floor
operators to be more like rational decision makers.

The software used for simulation in the test case is Plant
Simulation.
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ABSTRACT

In many simulation studies for factory analysis, for example,
to locate the constraint of an entire factory that consists of
multiple production lines, it may not be effective to put every
process detail into a single model. Firstly, to develop such a
factory-wide model would be very time-consuming.
Secondly, it can be very computational costly to run the
model, especially if simulation-based optimisation is applied
to find the optimal setting from such a complex model that
possesses all the details of the processes. In this regard,
aggregation, with which multiple process steps are
aggregated into some simpler simulation objects, is an
effective method to reduce both the development and
computational times. On one hand, based on the initial
analysis, the simulation expert can pinpoint the sub-system
that restrains the performance of the entire factory and decide
if a more detailed model is needed. On the other hand, inter-
line buffers/storages can be readily optimised by using such
an aggregated model. Through an application study with data
from a real-world factory, this paper introduces a novel
aggregation method and illustrates the potential of the above-
said concepts.

INTRODUCTION

Discrete Event Simulation (DES) techniques have, for many
years, successfully been used for modelling and simulation of
production lines. In combination with optimisation
technology,  especially  evolutionary  multi-objective
optimization (MOQ), data for decision support can be
generated (Pehrsson and Ng, 2011). In recent years, research
has shown that the addition of knowledge extraction
techniques to MOO can produce very useful decision support
(Dudas et al., 2013; Ng et al., 2012) based on the concept of
“Innovization”, formed by the expression /nnovation through
optimisation (Deb and Srinivasan, 2006). However,
aggregated DES modelling techniques for higher level
manufacturing systems and supply chain applications have,
to the authors’ best knowledge, not been explored to the
same extent. Supply chains and logistic systems are often
modelled based on mathematical approaches (Aslam et al.,
2011). These kinds of models are sometimes considered less
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accurate and might be more difficult to understand than DES
models. Detailed modelling of complete factories and supply
chains tend to be very time-consuming and when considering
real-world decision situations, it might not be feasible to
meet the deadlines for decision-making when using
traditional DES practices. With the application of aggregated
DES modelling techniques such shortcomings can potentially
be prevented. A combination of detailed and aggregated
modelling would open opportunities to explore a new field of
multi-level models, enabling the simultaneous optimisation
of high-level and low-level production systems parameters.

In this paper, some approaches for aggregated DES
modelling of production lines and assembly lines of discrete
products (e.g. automotive components) are discussed and
then a novel approach is explored, based on a statistical
analysis of the characteristics acquired from some detailed
models of production lines. The resulting techniques for
aggregated modelling will be tested in a simulation model of
a complete production system with several inter-connected
lines. The simulation model will then be used with multi-
objective optimisation in order to generate decision support
for improving the production system. However, the main
purpose of this paper is to investigate if there is a potential
for future development of generally applicable aggregation
techniques for DES modelling for higher-level manufacturing
systems modelling, such as an entire supply chain.

AGGREGATED MODELLING

Rooda and Vervoort (2007) point out that manufacturing
systems can be viewed and analysed from various levels.
They distinguish between four abstraction levels, shown in
Figure 1, of a manufacturing system where each level is
studied, analysed and viewed upon from a different
perspective. The four levels are defined as follows: (1) the
machine level, where the manufacturing system is viewed
upon as individual machines and where the system elements
are the components within the machine; (2) the workstation
level views the system in terms of a group of machines that
are scheduled as one entity; (3) the production line level,
which Rooda and Vervoort (2007) define as the sub-network
level, consists of several machines or workstations in an area
of the manufacturing plant in which the system elements are
the individual machines in this area. The final level as
defined by them is (4) the network level, which can be seen
as the plant or factory level where the production lines and



their group of machines and workstations are connected as
the elements of the system.
Level

(@) network

(3) sub-network

(2) workstation

(D) machine

Figure 1: Levels in Manufacturing system, (Rooda and
Vervoort, 2007)

In addition to the four abstraction levels for manufacturing
systems defined by Rooda and Vervoort (2007), it is possible
to add a fifth level, namely the supply chain level, in which
individual factories or plants are seen as the elements
connected in a networked system. Now, modelling and
simulation is an effective way of designing, understanding, or
analysing these complex systems, i.e. manufacturing systems,
in various levels of abstraction and scope (Chwif et al.,
2000). DES has over the years become one of the most
preferable tools of industrial practitioners for studying and
analysing complex systems (Madan et al., 2005). However,
as mentioned earlier, detailed modelling of complete
factories tend to be very time-consuming, not just in terms of
model building, but also in terms of execution time.
Particularly, when combining simulation with optimisation,
so called simulation-based optimisation, it may require
several hundreds or thousands of simulation runs on the
simulation model. Chwif et al. (2000) point out that the
complexity of a simulation model arises from its level of
detail as well as its scope. For instance, when simulating
manufacturing, it is possible to model the entire plant or an
individual work cell depending on the scope. One way of
coping with complexity of a simulation model is through
aggregation or sometimes called model abstraction. Frantz
(1995) explains that model abstraction or aggregation is an
approach through which the modeller is able to reduce the
complexity of the simulation model whilst preserving the
validity of the simulation results with respect to the scope of
the simulation model. He presents a taxonomy of model
abstraction techniques which he categorises into three main
groups, namely, model boundary modification, modification
of behaviours and modification of model form.

There are several potential strategies for aggregated DES
modelling of production lines to consider for evaluation. One
example is aggregated modelling of a system with Automated
Guided Vehicles (Pehrsson and Ng, 2013), in which standard
objects such as operations and buffers were used to model a
complex system with a reduced number of modelling details.
Depending on the required accuracy of the results, the
parameters to be altered or measured, and the objective of
the simulation study, various trade-offs must be made. For
example, a very simple way would be to use operation
objects with a single product position, a cycle time
parameter, and availability to represent lines and just

84

evaluate the throughput of the system. Such an approach may
give accurate estimations of the throughput of the system, but
there will be no accurate information about lead-times and
Work In Progress (WIP), rendering such an approach useless
for the evaluation of e.g. various production schedules. In
order to find a sufficient modelling trade-off to solve the
buffering problem of an entire plant with an aggregated DES

model, different aggregation strategies have been
investigated.
Modelling principles

The basic requirements on a model for the simulation and
optimisation of a manufacturing scheduling problem or the
optimised design of a manufacturing system are related to the
objectives to be met. At least some guiding information
about the lead-time, throughput, and WIP of the system must
be obtainable as output variables from the model. Hence
there is an analogy with the parameters defining Little’s law
(Little 1961), in a form commonly defined when applied to
manufacturing systems (Hopp and Spearman, 2000) in
Equation 1.

wIP (1

TH="1—
CT

Where TH=Throughput (arrival rate), WIP=Work In Progress, and
CT=the cycle time of the complete system, also defined as the
expected time spent in the system, or the lead-time (LT) through the
system.

However, the stochastic nature of the system, not covered by
Little’s law by itself, is an essential factor to consider when
evaluating the performance of a complete manufacturing
setup and its response to alternative scheduling principles,
buffer settings, or designs. One way of including the desired
parameters would be to use a buffer object to represent a
line. The average lead-time could be represented by the
sojourn time the products spend in the buffer object and the
maximum WIP could be modelled through the maximum
buffer capacity. This approach would however be
deterministic in its nature if the lead-time is a constant.
Varying the lead-time is not easily done, since each
individual work piece in the buffer object would be affected
by such an operation. Another approach would be to map the
behaviour from the first and the last operation of the line and
try to mimic the behaviour with a series of objects consisting
of an operation, a buffer, and another operation. The
distribution in time for work pieces started in the first
operation of the line could be mapped to the first operation
object in the model, WIP could be handled by the buffer
object, and the distribution of work pieces delivered from the
last operation of the line could be modelled through the
second operation object in the model. With this approach
there might be a risk that the input distribution to some extent
is a consequence of the output distribution in the real-world
line and this might cause an underperforming model due to
the fact that the input distribution is disturbing the output
distribution and vice versa. Yet another strategy would be to
model the line with just a buffer object representing the
average WIP and lead-time in combination with an operation



object handling the output distribution. The technique chosen
for further analysis is to use two serial operation objects
separated by a buffer and to model the stochastic behaviour
in the second operation object. The buffer object will hold
the WIP of the modelled line and the first operation object
will control the input pace.

Required data and data collection

A number of different production lines have been analysed as
input to the selection of an aggregated modelling technique.
Several component production lines as well as assembly lines
have been covered by this study in an attempt to find system
behavioural patterns which can be generalised. One
challenge was to capture the pure behaviour of a specific line
rather than its behaviour as part of a larger system. The
strategy selected to prevent such factors from distorting the
data was to measure the required data in decoupled, well
validated simulation models of the lines. The time for each
work piece finished in the last operation (finish times) was
logged. Information about the lead-time through the line was
also logged for every produced item.

Statistical analysis

The statistical analysis is in the greatest extent connected to
the data collected and the aggregated modelling technique
adopted. Based on the two types of data collected, i.e. (1) the
finish times and (2) the lead-time through the line, the
following methodology has been used:

1. Select an
technique.

2. Analyse the finish times and find distributions that
fit the data.

3. Test the distributions in a simulation model and
generate data to be compared against the original
data set.

appropriate  aggregated modelling

The first step is to select an aggregated modelling technique
which is able to capture the main behaviour of the whole
system with as few objects as possible, based on a limited
amount of available data. The finish times of the products is
the actual output to the other lines, and is the collective
product of several disturbances and delays in a production
system, such as tool breakage, waiting for operator and setup
times. If a distribution is generated that fit the data of the
finish times it will only generate correct values if no other
disturbances are present.

Op;;in Opjout l

RMI

Figure 2: The proposed aggregated modelling technique
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Therefore, a simple approach is to have variability in the last
station of the production system only, and leave the other
objects as deterministic. The production system has a lead-
time that needs to be captured by the model as well. An
aggregated simulation model of this kind is displayed in
Figure 2.

The source object RMI models the unlimited supply of
material and the source object Line init fills the production
system with products at the initialization. The operation
object OP_in models the entrance pace to the system and the
operation object OP_out models the output pace of the
system. Furthermore, the buffer object LT models the lead-
time of the system and the sink object FGI is used to model
the end of the line. LT is set to use the lowest lead-time
measured from the data, which allows parts to have a short
lead-time if OP_out have a period of few disturbances. This
is possible because of the entrance pace set in OP_in, which
will only feed the system in its own pace. In the example of
component line 1 (CL1) demonstrated here, the<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>