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PREFACE

Dear conference delegate,

| have the pleasure to welcome you all to the 8" Middle Eastern Modeling &
Simulation Multiconference (MESM2006) Organized by Eurosis and the
European Technology Institute Hosted at the Mercure Romance Hotel in
Alexandria Egypt.. The MESM2006 is sponsored by the IEEE — UKRI SPC &
De Montfort University (UK).

We decided to run our 8" MESMO6 in Alexandria and in particular in Egypt,
based on the success of our previous conferences as the first one was
MESM'99 (hosted by Jordan University) and MESM2000 (hosted by
Philadelphia University) conferences. The MESM2000 already enjoyed
greater renown as it was opened by H.R.H. Crown Prince AlHassan Ben Talal
of Jordan.

Our aim is to bring people from various parts of the Middle East and Europe in
contact with colleagues working in Modeling & Simulation from around the
world.

Although a number of studies have found simulation & modeling to be one of
the most practical and effective problem-solving techniques there is, however,
little practical study literature available to guide those interested in the field.
Modeling and Simulation make a powerful combination to improve the
systems and organisations of the future.

The Conference highlights recent and significant advances in many research
areas of modeling and simulation related to Methodology, Networks
Communications, Signal & Image Processing, Biomedical Applications,
Industrial Applications, Software Engineering, Neural Network, and Fuzzy
Systems.

Your presence at this conference emphasizes an important fact: namely the
challenge and opportunities that surround the Modeling and Simulation
practices anywhere in the world. We in Eurosis believe strongly that Modeling
& Simulation make a powerful combination to improve the systems and
organisation of the 21 century. It will continue to contribute to increase public
awareness of the quality of life, and show the growing need to improve this
through better organizations and systems.

As a General Conference & Programme Chair, | would like to express my
thanks to De Montfort University (UK) to give me the time to chair this
conference and thanks also due to committee members for reviewing the
papers and thanks due to our local chair Dr Ghada Amer of Benha University
in organizing this event.

Thanks to my colleague Philippe Geril executive director of the Eurosis office
for supporting the event and for his time.



Last but not least thanks to all authors without whom the conference would
not be a successful conference.

| take this opportunity to express my wish that this conference will be an
important step in our continuous efforts to establish the Eurosis chapter in the
Middle East and get more people interested in Modeling & Simulation in the
region. | wish you all of the success in reaching for that aim.

August / 2006

Professor Dr Marwan Al-Akaidi

General Conference and Programme Chair
Eurosis — M. East Chair

School of Engineering & Technology,

De Montfort University,

Leicester, LE 1 9BH, UK.

Email: mma@dmu.ac.uk
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SOLVING STOCHASTIC PROJECT SELECTION PROBLEMS BY COMBINING
SIMULATION
AND NEIGHBORHOOD SEARCH

M. Minoux

University Paris 6,
4 Place Jussieu, 75005, Paris, France
E-mail : Michel.Minoux@lip6.fr

KEYWORDS
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Combined Simulation and Optimization, Neighborhood
Search.

ABSTRACT

We consider a class of stochastic optimal project selection
problems where a subset of a given set of projects has to be
selected in order to satisfy various resource constraints,
while maximizing expected return on investment (ROI).

We propose a solution approach combining ncighborhood
search on the (discrete) space of decision variables and
simulation for finding good (near-optimal) solutions to
instances of this class of problems. Computational results
validating the approach are presented, and we conclude by
mentioning a few possible directions for future research.

1 INTRODUCTION

We consider a class of stochastic optimal project selection
problems where a subset of a given set of n projects has to
be sclected in order to:
- satisfy various resource constraints (there arc m such
constraints, numbered

i=1,...m, corresponding e.g. to budget, available
personnel, energetic resource, etc.) ;
- maximize expected return on investment (ROI).
For each project j = 1,...n, the return on investment b; and the
various quantities a;; of resources necessary to carry out the
project are assumed to be independent  (though not
necessarily identically distributed) continuous and bounded
random variables with known distribution functions. Also,
the quantities q; of available resources of each type i are
assumed to be independent (bounded) continuous random
variables with known distribution functions. We also make
the usual assumption of complete recourse by considering
that, whenever needed, additional amounts of each of the
resources considered can be obtained at some given (usually
high) unit cost (for instance, when the budget constraint
turns out to be slightly violated, it is realistic to assume that
loans can be obtained at an interest rate depending on the
current situation of the financial markets).

In section 2 we describe a heuristic solution approach to the
optimal project sclection problem combining neighborhood

search on the (discrete) space of decision variables and
simulation for finding good (near-optimal) solutions to
instances of this class of problems. In section 3 we present
the results of a number of computational experiments aimed
at validating the proposed approach on a set of instances
ranging from 15 projects and 3 resource constraints, to 20
projects and 3 resource constraints, under special
assumptions enabling one to compute exact optimal solutions
(for the sake of comparison).

We conclude section 3 by mentioning some relevant
directions for future research.

2 APPROXIMATE SOLUTIONS VIA COMBINED
SIMULATION AND NEIGHBORHOOD SEARCH

Obviously, solving a stochastic project selection problem as
the one described above can be achieved by enumerating all
2" — 1 possible solutions, each time computing (by
simulation) an estimate of the expected solution value.
Assuming that a sufficiently large number of random
samples is used in the simulation cach time an cstimate of
the objective has to be computed (the right minimum number
has to be determined on the basis of the usual estimate of std
deviation) an optimal solution value, as close as desired to
the exact (unknown) optimal solution value can be deduced.
However such an approach would obviously not be
practically feasible for large problems, typically involving a
number of projects larger than 15 to 20. For such ‘large’
problems exact optimality is most likely out of reach, and we
have to limit ourselves to finding approximate solutions.

For that purpose we propose here to use a neighborhood
scarch technique which only requires to define, for cach
possible solution, the set of so-called neighboring solutions.

A natural way, in our context, to define the neighborhood
N(x) of a solution x €90,1{" is to consider all the solutions
x” such that | X’-X | =1 in the sense of the Hamming distance.
The algorithm proposed below combines the idea of
applying neighborhood search with a ‘best neighbor’ strategy
(at each step, move to the solution achieving the best
objective function value in the neighborhood of the current
solution), with the additional idea of performing multiple
starts to better explore the solution space.

It makes repetitive use of the following basic procedure,
denoted Search(x), which takes some solution x as starting



solution, and after carrying out a specified number of moves
(the parameter nmoves is typically chosen between n/2 and n,
in our experiments we took nmoves=n/2) outputs a new
solution x1, taken to be the best solution encountered during
the search. x1 may eventually be chosen as the starting point
for a new application of the same procedure.

We note that such an approach is closely related to the so-
called ‘Variable Depth Search’ heuristics (see e.g. Reeves
1993) and may be viewed as a variant of the Kernighan-Lin
heuristic (see Kernighan & Lin, 1970).

Basic search procedure: x1<— Search(x)
Set bestval = -c0;
Jorj=1tondo
statusfj] «I; (the variables x; such that
statusfj] =1 are the so-called ‘free’ variables,
this indicates that their value may be changed
— if profitable- ; each variable is allowed to
change value only once, so statusfj] is set to 0
as soon as the value of x; has been changed)
endfor
for p =1 to nmoves do
ZMax <— -oo;
Let F(x) denote the set of indices i (1<i <n)
such that statusfi] = 1 (the set of ‘free’
variables).

for all je F(x) do :
define y € N(x) as the solution in the
neighborhood of x such that :
vi=x; Vi#j, andy;=1-x;;
compute (using simulation) v the objective
function value corresponding to y ;
If (v >z ) then
S€t: Zyg €V,
ymwc e.)/ ;
jmwc e.j ;
endif
endfor

if(zmax > bestval) then
bestval <« zmax ;
X! € Vimar 5
endif
X eymax N
status ffua] < 0 ;
endfor

2  COMPUTATIONAL EXPERIMENTS

The computational results reported in Table 1 have been
obtained by applying only 4 times , for cach instance
considered, the above necighborhood scarch procedure,
starting with the solution [0, 0, ...0] , each additional round
being initialized with the solution produced by the previous
one. 15 instances of the stochastic project selection problem
have been considered with sizes ranging from n=15, m=3 to
n=20 , m=3. Each instance is described by specifying the

mean values of the ROI coefficients b; , the mean values of
the technical coefficients a;; , and the values of the right
handside coefficients ¢; (assumed to be deterministic in the
cxperiments). For cach stochastic cocfficient, the std. value
heas been taken to be 0.1 times the mean value.

In order to be in a position to validate the proposed
approach, we have assumed that each random coefficient
has gaussian distribution (remember that the mean value is
given and the std. equals 0.1 times the mean value). For
each possible solution to the project selection problem, each
component of the Ax vector is therefore a gaussian
distribution with easily computable mean and std. ; observe
that it can thus take any value on ] -o0, +oo [ with nonzero
probability. As a result, every solution has nonzero
probability to be infeasible. To handle this situation, we
decided to penalize infeasibilitics by subtracting from the the
objective function b.x a penalty term proportional to the
expected value of the amount of constraint violation (in our
experiments the weighting factor is taken to be equal to 100
for each constraint). Since, for each solution x, the left
handside of each constraint is a gaussian distribution with
known mean value and known std., the exact computation of
the penalty term is easily carried out using the classical error
function.

Table 1 displays :

(a) the exact optimal solution value to the deterministic
version of cach instance (i.c. the project sclection
problem in which cach random cocfficient is
replaced by its mean value). These exact optimal
values are obtained by complete enumeration of the
2" solutions.

(b) The exact solution value to cach instance of the
stochastic problem (again these are obtained by
complete enumeration of the 2" solutions).

(¢) The approximate solution value for the stochastic
problem obtained by a single application of the
Search(x) procedure, starting from the solution [0,
0, ...0].

(d) The best approximate solution value obtained by
applying 4 rounds of the Search(x) procedure
successively.

(¢) The relative differences (in percents) between the
cxact values (b) and the best approximate solution
values (d).

(f) The relative difference (in percents) between the
optimal solution values of the deterministic version
versus the stochastic version of each instance. This
provides a measure of how much the stochastic
version of the problem differs from its deterministic
(averaged) version.

These results clearly confirm that the proposed combined
neighborhood scarch / simulation algorithm leads to
reasonably good solutions within reduced computing times
(note that 4 applications of the Search(x) procedure with
nmoves=n/2 only require 2n’ function evaluations) . Indeed
column (¢) of Table 1 shows that the solutions



Instance (a) (b) (©) (d) () )
exact sol value | exact sol value | 1 round of 4 rounds of | % difference | % difference
(deterministic) | (stochastic) Search(x) Search(x) (b) — (d) (a) — (b)
P1(15x 3) 39 32.07 31 31 3.4% 21.6%
P2 (15x 3) 74 66.97 65 66.97 0% 10.5%
P3 (15x 3) 90 84.13 81.35 81.35 3.4% 6.9%
P4 (15 x 3) 58 52.96 46 50.99 3.8% 9.5%
P5 (15 x 3) 96 88.59 81.83 81.83 8.2% 8.3%
P6 (15 x 3) 85 76.08 68.75 69.21 9.9% 11.7%
P7 (15 x 3) 61 51.51 35 51.51 0% 18.4%
P8 (15 x 3) 59 49.49 46.82 47.49 4.2% 19.2%
P9 (15x 4) 85 63.96 63.96 63.96 0% 32.8%
P10 (15x 4) 78 70.98 70.98 70.98 0% 9.8%
P11 (18 x 3) 65 68.74 47.66 57.99 1.2% 10.6%
P12 (18 x 3) 109 103.78 73.64 86.98 19.3% 5.0%
P13 (18 x 3) 84 77.83 55.86 76.99 1.1% 7.9%
P14 (20 x 3) 100 87.99 63.54 81.99 7.3% 13.6%
P15 (20 x 3) 229 220.75 189.36 211.31 4.2% 3.7%

Table 1 : computational results showing the quality of solutions produced by 4 rounds of the procedure Search(x).

produced are optimal in 4 cases over 15, and the deviation
from exact optimality is less than 5% on average. Note
however that the quality of solutions are likely to be further
improved by systematically applying the above-described
procedure from several randomly chosen starting solutions,
but of course at the expense of increasing computation time
accordingly. Further investigation along this line is left for
future research.

Among other possible directions for future research on the
subject of the present paper, we can also mention
investigation of a variant of the stochastic project selection
problem where some measure of risk (such as variance, or
the so-called 'Value at Risk') is taken into account, cither as
an additional constraint, or as an additional term in the
objective function.
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ABSTRACT

A new model was developed to predict asphaltene
precipitation. The virial equation of state (VEOS) was
modified using group contribution methods of asphaltenes
which are assumed to be polymeric-like compounds
consisting of aggregates of monodisperse asphaltene
monomers. The modified VEOS with the Pencloux
correction was used to estimate the molar volume and
solubility parameter. The modified VEOS was then used for
the prediction of the onset and amount of asphaltene
precipitation. The modified VEOS successfully predicted
density and molar volume of asphaltene. The proposed
model shows that the density and solubility parameter of
asphaltene depend on molecular weight and temperature.
Correlations of density, solubility parameter and structure
coefficient as a function of molecular weight and
temperature are developed. The correlations facilitate the
calculation of these parameters numerical methods. The
modified VEOS were tested against density calculated by
SRK and PR EOS. A sct of fitted data is used to check the
validity of the calculated results of model.

INTRODUCTION

The structure and stability of petroleum is based on the
manner in which the asphaltene and resin constituents
interact. Hence, the disturbance of these interactions plays a
major role in the formation of sediment and the deposition of
asphaltenic material. Asphaltene precipitation in the
reservoir has proved to be a problem in oil production.
Asphaltene deposition can occur in surface facilities and
pipelines. Treatment of the deposited solids increases
operating costs. Thercfore, it is desirable to prevent or
mitigate asphaltene deposition. As a first step, it is necessary
to predict the onset and amount of asphaltene precipitation.
Knowing the mechanism of asphaltene precipitation is a key
element to develop a realistic model in predicting asphaltene
aggregates greatly limited the development of asphaltene
models. Since 1980’s many models of asphaltane
precipitation have been developed to predict the onset and
the amount of asphaltene precipitation [David, A., Lichaa,

P.M., Mansoori, G.A.]. The use of cubic equations of statc
(CEOS) such as those of SRK and PR, is popular in for
calculation of phase equilibrium values like temperature-
pressure-composition relationships, as they are simple and
convenient to be used [Andersen, S. L., ct. al.]. These models
are very successful for vapor-liquid as well as liquid-liquid
equilibrium calculations [Pedersen, K.S., et. al.]. In 1986,
Gupta used a combination of the SRK and PR equations to
calculate asphaltene solubility [Gupta, A.K.]. The SRK EOS
is used in combination with a structural correlation for
estimation of the critical propertics and acentric factor of
asphaltenes. These properties are then introduced into the PR
EOS and a solid-liquid-equilibrium calculation was then
performed for a non_associating single component with
fixed molar mass [Alexander, G.L., et. al.]. In the other
model, the precipitated asphaltenes were considered as pure
solid while the oil and gas phases were modeled with a
CEOS. A correlation including eight parameters was
introduced for calculation the fugacity of asphaltene fraction.
Thomas' model employed large number of parameters and
must be tuned in order to match experimental data [Thomas,
F.R, ct. al.]. In the year 2000, Wu ect al. used their
thermodynamic model to predict asphaltene precipitation in
reservoir fluids [Wu, J., et. al.]. The calculated results were
in good agreement with the experimental measurements.
However, the model includes many parameters that are
estimated and is not easy to be applied. In 2002, Akbarzadeh
et al. developed a new thermodynamic model for predicting
asphaltene precipitation at various conditions. Correlations
were developed for the critical properties and acentric factor
of each solubility class [Akbarzadeh, K., et. al.]. The aim of
this article is to present a correlation for solubility, density
and structure cocfficients. It is important to note that in the
previous studies the structure cocfficient was cvaluated by
trial and error method and also density and solubility
parameter were evaluated just as a function of molecular
weight while in this study these parameters are evaluated as
function of temperature and molecular weight, without trial
and error.

COMPUTATIONAL DETAILS OF PROPOSAL
MODEL

The intraction of forces between molecules in
macromolecules is very critical that can’t be ignored. These
systems arc dense and molecules arc very near to cach other
such that most of their propertics arc governed by this
interaction forces. Figure (1) show molecular structure of



asphaltene proposed for 510 “C residuec of Venczuelan
Crude by Carbognan [Carbognani]. It has been tried that
measurable macroscopic  quantities are related to
microscopic intractions between molecules. For the
calculation of chemical potential, complicated numerical
calculations are needed that can be evaluated by quantum
mechanics. A rather general function that are used in
intraction potential energy is the Mie potential function [Mc
Quarrie, D.A., Hirschfelder, J.O., et. al.].

= SNGRGINC

Figures 1: Molecular Structure of Asphaltene[Carbognani]

The costants & and O are obtained from intermolecular
potential energy data. The curve of intermolecular pair
potentials (U) versus distance (r) is drawn in Figure (2) by
using the proposed function of intermolecular pair potential.
Method of semi-empirical equations and PM3 is used to
calculate the parameters associated with the chemical
structure. It solves an approximate form of the Schrodinger
equation that depends on having appropriate parameters
available for the type of chemical system in question. Two
different models are proposed for the potential function of
asphaltene, one of those resulted in better agreement with the
calculated parameters from the EOS which will be discussed
later [Sabbaghi S., et. al.]. To work with Equation (1) and in
order to determine the constants of potential function,
calculated data have been fitted. The resultes are such as,
n=18, m=9, 0=16.0399 and & = 23.057 then the model are
defined by Equation (2):

)= 92228{(16(1399)18_(160399]9} @

r

For many purposes, it suffices to distinguish two principal
forces:(A) a repulsive force primarily due to the electrostatic
repulsions between outer electron clouds of the molecular
structure,(B) an attractive forces due to correlations for the
positions of the electrons in one molecule with those in the
other, which occur in such a way that cause a net clectrical

attraction. Repulsive and attractive potential energy are show
equations (2a, 2b). In Figure(3), each of the terms in
Equation(2) as well as the sumation, the total intermolecular
potential energy, for the general case[Cark Nyeland,
Akiyoshi S., et. al., Yu Zhang, et. al.].
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Figures 2: Intermolecular Potential of
Asphaltene from Eq. (2)

Repulsive Potential Energy =

18
92.228{(—16'0399) } (2a)

7

Attractive Potential Energy =

9
~92.228 {(—16'0399) }
r

SECOND-VIRIAL COEFFICIENT

(2b)

Equation (3) shows a general form of virial equation:
PV BT
=1+ A7) 3)
RT V

Here the second-virial coefficient 53, (T ) is a function

of temperature which can be obtained by the interaction
between pairs of molecules. Previous works using the
statistical mechanics showed that the second-virial
cocfficient for intermolecular pair potential can be
calculated by [Mc Quarrie, D.A., Hirschfelder, J.O., et.
al.]:

B,(T)= —2770}(6_&’ - l)rzdr )
0

1 (&)

P=kr

Figure (4) shows second-virial coefficient as a function
of temperature based on Equation (4). These results



were fitted using an exponential model with the values

for: x =—1407780.7 and y =—-.035.
Bz(T)zxeyT ©)

To find the best function for the chemical potential, a
structure for the asphaltene was proposed first and the
molecular dynamic method was used the chemical
potential as a function distances between the atoms [Mc
Quarrie, D.A., Hirschfelder, J.O., et. al].
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Figures 3: Intermolecular Separation of Asphaltene
for Model from Egs. (2a, 2b)

A MODIFIEDFORM OF THE VEOS FOR
ASPHALTENE

The Virial Equation of State (VEOS) is used here to
predict the asphaltene precipitation. The VEOS a
modified version of equation(3):

[ ] Calculated Data from Equation(4)

Fittted Data from Equation(6)
-20 —|

B (cm3/mol)

-30 —|

“0 ! | ! I ! I ! |
325 375 425 475
300 350 400 450 500

Temperature (K)

Figures 4: Second-Virial Coefficient vs.
Temperature for Asphaltene from Eq. (4)
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It is proved that the VEOS with a Peneloux correction
gives the best estimates of liquid molar volume,
obtained as follows [Peneloux, A., et. al.]:

VL — VVirria/ _ C (8)

Where C is the Peneloux correction term which can be
estimated by:

C= 1.377(MW )1'27 (29-Zg4) 9)

Where 7, is the Racket compressibility factor proposed

by Spencer and Danner for saturated liquid molar
volume [Spencer, C.F., et. al.]. If these parameters are
not available, it may be estimated from[Reid, RC., et.
al.]:

Z,, =0.29-0.088W (10)

w=c, |0.587 Ln(M ) ~2.54] (D

Replacing V"™ in Equation (8) by that in Equation

(7) will result in the following form of the EOS:

pz( RT )[H(BZ(T) J (12)

viyc VL+C)

If 7 is the average number of monomers in a given
aggregate then the equation of state parameter for the
aggregates related to the monomer parameter will be:

C=7Cm (13)
B= 7 Bm (14)
yL_ 7 L (s)

Where Cm, Bm are the monomer parameters. The
modified VEOS is obtained by replacing C in equation
(12):

po_RT [1+(82(T)] (16)

vt +cC e
b*+c) )

The value of 7 can be estimated by the following
relation:

AT agg

M
mon

M,

v =

(7

M and M;”" are the average molar mass of the

asphaltene aggregate and the monomer molar mass,
respectively.

EOS CALCULATION OF
PARAMETER

SOLUBILITY

Solubility parameter is one of the key parameters in
modeling of thermodynamic solutions. This parameter
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The molar mass has a little effect on solubility parameter of
asphaltene. This can be scen from Figure (7), where the
predicted solubility parameter of asphaltene is plotted versus
the molar mass for different temperature. For liquids,
temperature affects both on internal energy of vaporization
and density. The changes in these properties result in a
decrease in the solubility parameter of asphaltene. Figure (8)
shows this trend .

RESULTS AND DISCUSSION

According to Figure (5) to (8) it is deduced that density and
solubility parameter of asphaltene are function of molar mass
and temperature. Then we developed three correlations for
prediction of density, solubility parameter and structure
cocfficient , respectively. The validity of the correlations,
were tested to the data predicted by SRK and PR EOS which
resulted in good agreement between the calculated
parameters. Meanwhile, density and solubility parameter as
the functions of temperature found from SRK and PR EOS
are shown in Figures (9) and (10).
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Figures 9: Density vs. Temperature for Asphaltene with
SRK, PR EOS [Akbarzadeh, K., et. al]
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Figures 10: Solubility Parameter vs. Temperature for
Asphaltene with SRK, PR EOS [Akbarzadeh, K.]
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S = 32~02(MW ).0041 (T)—.0991 (22)

p= 1.1767(MW ).00398 (T)—.0035 (23)

Figures (11, 12), compare the calculated density and
solubility of asphltene from proposed correlations with
results of SRK, PR EOS. Figure (13), compares the
calculated and measured densities of asphaltene. According
to this figure, all the points scatter around the 45-degree line
that means good agreement has been achieved here. To
check the accuracy of the proposed model, the density
measurements at different temperatures are calculated.
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Figures 11: Compares Solubility Parameter and Density
Versus Molar Mass with Data for Asphaltene from Eq.(23)

As a summary, in this study firstly a new correlation is
presented for structure coefficient, secondly density and
solubility parameters are presented as function of
temperature and molecular weight, thirdly in the evaluation
of density and solubility parameters instate of numerical
solution of nonlinear state equation, we are able to use
directly the presented correlations in this study.
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NOMENCLATURE

3

cm
B,(T): Second-virial coefficient, —
mol

C 'y A correction factor that accounts for structural effect

Kcal

K : Boltzmann constant,
mol . K

Mw: The molar mass of asphaltene

n, m: Dimensionless constants [-]

P: Pressure, bar

R: Gas constant

T: Temperature, K

x,y: Constants

W : The acentric factor

O : The intermolecular distance at which the potential is
zero, [A ]
Kcal

U(r): Potential energy, [ ]

mol
3

cm

V: Molar volume,
mol

~

cm

V'L . Molar volume of liquid,
mol

3

VL : Monomer molar volume of liquid, —

mol

~

VVirial : Molar volume calculated by virial Eq., -

mol
Kcal
& Well depth, [ — ]

mol
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ABSTRACT

It is generally accepted that hydraulic drive systems have
significant advantages in comparison to other drive systems
in a range of applications, due to their compactness. The
main problems of hydraulic systems are leakage and the low
degree of damping due to the compressibility of the
hydraulic fluid. This work proposes a method that describes
efficiently the dynamic behaviour of hydraulic systems
based on a reliable and useful mathematical model and
suggests a method to improve their dynamic behaviour.

INTRODUCTION

Hydraulic systems have a lot of advantages as drive and
control systems due to the small masses of their driving
elements. A major problem of these systems is the low
degree of damping due to the compressibility of the
hydraulic fluid. This disadvantage has lead to an increasing
competition from the relevant electrical systems.

The reduction of the problem of the low damping and the
improvement of the dynamic behaviour of hydraulic drive
systems can be achieved in various ways. The proposed way
consists in the use of flow bypass orifices with a very small
diameter that are placed at suitable positions of the
hydraulic circuit and produce a small leakage. According to
this method the dynamic behaviour of the system is
significantly improved without great loss on the total
performance.

The fact that a small amount of leakage influences the
dynamic behaviour of hydraulic systems significantly more
than their performance can also be used for the early fault
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detection of incipient faults in systems before their
occurrence. The need of reliable early process fault
detection in dynamical systems has received great attention
and recent research work has been reported among others
researchers by (Isermann 1984, Ming-Chang Shin et al
1997, Patton et al. 2000, Zhou and Paik 2000, Angeli and
Chatzinikolaou 2005). The main problem regarding the
reliability of the diagnostic method consists the modeling
uncertainties due to process noise, parameter variations and
non-linearities.

In this paper, the dynamic behaviour of hydraulic systems is
studied, a method is presented that analyses and models
their dynamic behaviour by presenting a reliable and useful
mathematical model and a method is proposed that
improves the dynamic behaviour.

MODELLING PROCESS

A hydraulic system consists of hydraulic elements
connected with pipes and a hydraulic medium. As
mechanical systems they are a combination of three basic
elements, spring, damper and inertia. The elasticity of the
oil can be considered as a spring effect and the hydraulic
friction forces and the leakage of the elements as a damper.

In order to study the dynamic behaviour of hydraulic
systems it should be taken into consideration that the
hydraulic components are smaller dynamic systems that
influence the dynamic behaviour of the total system. In
addition the dynamic behaviour of the components is
influenced by the dynamic behaviour of the system
(Hoffmann 1978, Hoffmann and Hesse 1980, Hoffmann
1981, Backe 1986). For the description of the dynamic
behaviour of hydraulic systems, most components can be
considered as quasi-steady, because the volume of the
incorporated hydraulic fluid is usually very small and their
moving parts are so small that their inertia is unimportant.
This means that the dynamic state of the components can be
described as a sequence of stationary states.



The hydraulic components have been regarded in many
previous research works as components that include an
incompressible fluid (Chaimowitsch 1965). In this work, the
components are classified in two categories: The relatively
compact components, as valves, and the components with
large fluid volume, as cylinders and pipes. For the
description of the mathematical model of hydraulic
components the technical specifications of the manufacturer

QZI C2

instead of theoretical considerations have been used
(Chatzinikolaou 1992).

Hydraulic components connected with connection pipes of
short length can be considered as quasi-steady and the
included fluid volume in the pipes as a unique volume
where the pressure increase during a dynamic state is
proportional to the difference between the incoming and
outgoing flows.

Qs

Vo, p Cs

ol [

Figure 1. Connection of hydraulic components

The connection of three hydraulic components (C;, C,, Cs3)
is schematically represented in Figure 1. In this Figure, the
flow rates Q;, Q,, Qs through the components can be
described with mathematical equations derived from their
characteristics. The basic equation for the volume
compression (AV) as a function of pressure increase (Ap)
and fluid volume (V) is:

AV = (1/Epga) - Ap-Vo

Where 1/Egq is the elasticity coefficient of the
hydraulic fluid.

Ap = (Enua /Vo) - AV
dp/dt = (Eqgia /Vo).(dV/dt) = (Eqyia /V0).Q
where Q = £Q = Qix - Qou
In every junction or volume we have:

dp/dt = (Epyia /V0).ZQ (D

The flows Q through the components can be expressed
using mathematical relations derived from the technical
specifications according to the kind of the component.

The modulus of the fluid elasticity under ideal conditions in
the case of hydraulic oil is:

Efia = Egi = 1,4.10 7 N/m?

If we take into consideration the elasticity of the pipes and
the elasticity of the included air in the fluid we have to use
another corrected value of the modulus of the oil elasticity.
This value can be derived from the equation:

1/E = I/Eoil + 1/E + I/Eair

pipe
A practical useful value of the modulus of the oil is:
Eu =10.10" N/m?

The use of the relation (1) in every junction of the circuit
and the equations that express the flow rates build a system
with differential equations that can be solved with various
ways.
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THE EXPERIMENTATION SYSTEM

A typical hydraulic system was used for the experimentation
part of this work. This system is presented in Figure 2 and
consists basically of a hydraulic motor (2.1), a rotated mass
with a moment of inertia J,,, a hydraulic servo valve (1.3)

valve. These devices produce a small leackage that
influence the dynamic behaviour of the system.

The servo valve was energised with various input values I,
[A] and the response of the hydraulic motor with the
coupled mass was studied for various operating conditions

and a power pack. and various flow bypass orifice diameters and
combinations.
A set of flow bypass devices (orifices Dy and D,,) have
been placed between the hydraulic motor and the servo
Mr, Jm, w
% %
Qma Qmb
Pa | | @ | Pb
Dab
Dtt Dit: @
@ |g3< @
Qva Qvb

PS2
o &

=
_|

Figure 2. The experimentation system

SIMULATION RESULTS

The system “‘servovalve-hydraulic motor" that is illustrated
in the hydraulic circuit of Figure 2 was modelled together
with the load according to the proposed method. The
modelling of the hydraulic elements with the coupled mass
leads to a non-linear system of equations.

The method of the integration used for the simulation of the
dynamic behaviour of the system was the fourth-order

Runge Kutta method. The step response functions for the
pressures p, and p, and for a command value I, = 15 mA
and an operational parameter set that includes the system
pressure py, the oil volume V, in the pipes between motor
and servo valve and the diameter values of the orifices Dy
and D,, are presented in Figure 3. In this Figure the
influences of various orifices in pressures p,, and p, are
illustrated.



P [105-Pa]
247
227

(Po=260 bar, V1=0.5 1, i=15 mA)

dtt/dab=0/0 mm

dtt/dab=0/1 mm

T dtt/dab=1/1 mm

Py [10%Pa] (Po=260 bar, v1=0.5 1, i=15 ma)

dtt/dab=0/0 mm

dtt/dab=0/1 mm

dtt/dab=1/0 mm
dtt/dab=1/1 mm

Figure 3. Simulation results

In Figure 3 a graphical representation of the pressures p,
and p, at the ports A and B of the hydraulic motor for
various bypass orifices is illustrated. In this diagram a
significant influence of a small leakage to the dynamic
behaviour of the hydraulic system is obvious.

The upper curve represents the response of the system
without any leackage. By the second curve a bypass orifice
with a diameter of 1 mm has been placed between A and B,
by the third curve two bypass orifices with a diameter of 1
mm has been placed between A, B and the tank and by the
fourth curve all three orifices have been placed.

It can be observed that while the increase of the damping
through a leakage to the tank (two lower curves) is
accompanied by a significant decrease of the performance, a
small bypass from A to B (second upper curve) has as
consequence the improvement of the dynamic behaviour
without losses.

MODEL VALIDATION

Pa [10%Pa] (ptt
14
13
12
11

0.0 mm, Dab 0.0 mm)

0.2
TIME [s]

The simulation model was validated in comparison to the
real world data in order to prove the accuracy of the
proposed method. For this purpose the actual hydraulic
system of the experimentation part was connected through
sensors with a data acquisition subsystem. The acquired
data referring to the relevant system variables were
compared with the simulation results. The measured
quantities of the actual system were the pressure values at
critical points of the hydraulic system and the values of the
angular velocity of the hydraulic motor. During the
validation process the estimation of uncertain parameter
values, as the parameter value of the mechanical friction
torque, were experimentally determined. The output of the
simulation and the output of the actual system under various
operating conditions using various values for the bypass
orifices illustrate a satisfactory accuracy.

Data from the measurement process as well as relevant
values from the simulation process referring to the pressure
values are presented together for comparison reasons in
Figure 4 where the consistency of the behaviour of model
and system can be observed.

Pa[10%Pa] (Dtt = 1.0 mm, Dab = 0.0 mm)
13 -
12
11 A
10
5 |
8 i
7 -
6
5
1]
3 -
2 N
1]
0 : . ;
0 0.2 0.4
TIME [s]

Figure 4. Comparison of measured and calculated results.
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CONCLUSION

In this paper, the modelling and simulation process of a
hydraulic drive system is presented. In this system suitably
positioned orifices were used in order to reduce the low
dumping problem of hydraulic systems. The dynamic
behaviour of the actual system and the influence of a small
leakage was studied.

The simulation results illustrate that the damping
characteristic of the hydraulic system has been considerably
improved by the proposed method. In addition, the method
can be successfully applied for the modelling of real-world
situations with sensitive dynamic behaviour as it was
developed and implemented to a real world hydraulic
system.

The results show that the dynamic behaviour of a hydraulic
system can also be used for the purpose of early detection of
incipient faults when these modelling observations are
included in a suitable diagnostic system. The method was
developed wusing a real hydraulic system and the
corresponding mathematical model was validated using
measurements of the actual system.
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ABSTRACT

Dynamical model and numerical procedures for dynamic
simulation of landing and taxi of large transport aircraft arc
shortly presented. The simulator allows for dynamic
response determination of landing aircraft for different flight
and touch-down parameters. The mathematical model and
computational procedures arc based on non-lincar dynamical
model of landing aircraft, which is synthesised via modeling
of aircraft structural systems using multibody dynamics
approach. The model includes discontinuous dynamics of
landing gear oleo-pneumatic shock-absorber with friction
and hydraulic/thermodynamic processes. It also includes
contact dynamics of non-linear tire and unilateral dynamics
of assembly of nosec gear clastic leg. The longitudinal and
lateral acrodynamic loads arc estimated by considering
aircraft various system configurations (landing gears in up
and down position, different control surfaces in
active/inactive modes). Dynamic simulator is based on
numerical processing of nonlinear dynamics of aircraft
structural systems with variable kinematical structure.
Mathematical model is derived as differential-algebraic
(DAE) system and numerical tools are modularly shaped.
Efficient numerical integration methods and original
procedures for MBS constraint stabilization are applied for
determination of system dynamical response. On the basis of
the presented model, dynamic simulations of landing cases
of large transport aircraft were performed for various initial
descent velocities and different lateral wind conditions.

INTRODUCTION

During landing and taxi, a transport aircraft landing gear and
parts of an airframe can be exposed to high dynamical
loading. In the extreme situations even damages and loss of
the stability of an airplane may be expected. During large
airplane tail-down landing, all of dynamical loads are carried
on the main gear first: dynamical characteristics of the main
gear arc of the most significant importance for the safe
touchdown and landing during which an airframe load
factors should be kept in the prescribed range [1], [2].
However, when the aircraft critical landing conditions and
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structural loads are being determined, the simplifications are
often made: acrodynamic loads arc oversimplified, aircraft
pitching and rolling motion arc neglected or tire dynamics
and wheel spin-up forces are not taken into consideration
[2]. Although some basic characteristics of landing aircraft
dynamical response can be determined by linear dynamic
analysis, dynamic simulation of landing airplane for the sake
of its stability analysis or determination of structural loads
requires full-scale non-lincar multibody approach.

In the paper, a non-lincar dynamical model of large transport
aircraft that allows for dynamic simulation of airplane
landing cases is shortly described. The model includes
aircraft acrodynamic loads, discontinuous dynamics of shock
absorbers olco-pneumatic clements (main and nosc landing
gear) and aircraft tires 3D dynamics that include longitudinal
and lateral loading. Because of its great influence on the
aircraft ground dynamical behaviour and structural loads
determination, dynamical model of main gear shock
absorber is presented in more details. Based on the
developed model, landing cases of large transport aircraft for
different 3D flight-landing parameters are simulated and
presented.

LANDING AIRCRAFT DYNAMICAL MODEL

Multibody dynamical model

The aircraft dynamical model that allows for non-linear
dynamic simulation of 3D landing is designed as a
multibody system (MBS) with variable kincmatical
structure. The ‘global’ model comprises aircraft main body,
main landing gear consisting of two elastic legs with the
upper part (upper part of shock absorber + additional
masses) and the lower part (lower part of shock absorber +
wheel and tire + additional masses) and nose gear consisting
of the upper and lower part of the same structure. The ‘local’
structural sub-systems of different parts and mechanisms arc
independently modeled and incorporated in the ‘global’
scheme (Fig. 1).

The gears’ upper and lower parts are connected via non-
linear force couplers, modeled according to the shock
absorbers dynamical characteristics. With this aim in view,
main elastic leg and shock-absorber sub-assemblies as well
as nose gear elastic leg mechanism are modeled in detail
using CAD tools (Fig. 1). After defining geometry, non-
lincar models of their dynamical behaviour are numerically
tested (Fig. 2) and built into ‘global” dynamical model.



The additional non-linear force couplers are added to model
aircraft tires dynamics: it is assumed that aircraft main gear
is equipped with four tires of the conventional type. Two
conventional tires are mounted on the aircraft nose gear as
well. Mechanical propertics of tires arc estimated after [5]
and manufacturer data. Dynamical model of tire contains its
non-linear dynamical behaviour, including tire inertia
cffects, centrifugal growth of radius and side loads. The
calculation of spin-up force of tire contact dynamics is based
on variable slip-friction characteristics and a slippage factor,
defined according to manufacturer data. It is assumed (and
verified by the simulation results) that tire-bottoming
deflections will not occur during analysed motion.
Generally, dynamical response of landing aircraft includes
unsteady aspects, not only because of the external landing
impact, but also with regard to the unilateral contact
phenomena within landing gear mechanism. A full 3D
aerodynamic loads are estimated by considering aircraft
various system configurations (landing gears in up and down
position, different control surfaces in active/inactive modes).
The whole aircraft (‘global’ model) and parts of main shock
absorber assembly are depicted in Fig. 1.

Mathematical model
The configuration space ® " of an airborne aircraft is

considered to be a manifold M" covered by coordinate
system (local chart) q(#) and equipped with Riemannian

metrics via system generalized mass M(q) = [M ab].
System kinetic energy 7(q,q): TM"— R_ is defined on
tangent bundle TM" covered by the coordinates
(@.0):TM"={q.@):qc M .G T,M"}.

System kinetic energy is given by 7 = %Mabqac}b and

manifold kinematical line element is ds* = M »dg?dg b

Consequently, dynamical equations of unconstrained system
arc given in the form

M,4"+T,,.4"4" = F(a.4.0).

where generalized mass (metric tensor) is defined as

N
B i i i i 13
M,=> [Taqa)k( a,X v aqall{%:@qblj.]]

k=1

Figure 1.: Schematic presentation of global multibody
model of landing aircraft.

Details of shock absorber assembly model - low pressure
gas chamber / oil chamber, upper and lower bearings,
systems of orifices.
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and Christoffel symbols of the first kind
N

_ i i i i i
T, = Z{Taq{, X'6,0,.X Y 0,.R:0,0.R ,}

k=1

define non-linear velocity terms (centrifugal, gyroscopic,

Coriolis); symmetric Riemannian connection on M" is

defined by r,'=M adl_'d‘bc . Inertial  frame

E’ coordinates of mass centre of the body B, (N, number

of bodies) are given by X ) Mass and Binet's inertia
k

tensor of the body B, are m and y " “and R'; is rotation
k k k

matrix of the body, where underlined indices refer to the
inertial frame; generalized applied forces are given by F/,.

By imposing system kinematical constraints (landing gear
external contacts, clastic leg extension constraints)

D(q.))=0 . D(q.1): R"*xR >R .

the system is forced to move on the configuration sub-
manifold:

Snir(t) = {q eM",(I)(q,t):O} >

and velocities and accelerations of the system arc given by:
(I)q(q’t)q = _(I)r ’ (I)q(q,t)q :g .

The mathematical model of the aircraft multibody system is
shaped as differential-algebraic system (DAE) of index 1
(redundant coordinates formulation) [4], where Lagrangian
cquations of the first type and kinematical constraint
cquations at the acceleration level are put together:

M(q)ij + ®;(q./A = Q(q.4.7) , ®,(q.0)i =5 .

M(q) is positive-definite inertia matrix, (Dq (q,t) is the

system’s Jacobian (kinematical constraint matrix), A is
vector of Lagrange multipliers, § is additional terms vector

and Q(q,(],t) represents the applied forces and centrifugal

and gyroscopic terms [4]. Since system has variable
kinematical  configuration  (during motion  several
kinematical constraints change form active to inactive
mode), it was integrated using DAE numerical routines that
included constraint violation stabilization procedure [4].

LANDING GEAR SHOCK ABSORBER

Most commonly, a telescopic main landing gear of a
transport aircraft comprises a shock absorber of oleo-
pneumatic type [3]. Considering a contemporary design, it is
a scveral stage unit and contains four chambers: a first-stage
oleo-pneumatic chamber containing low pressure gas and
hydraulic fluid, a recoil chamber and compression chamber
containing hydraulic fluid and a second-stage pneumatic
chamber that contains high pressure gas (nitrogen) (Fig. 2).
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Figure 2.: Multibody model of main landing gear elastic leg
and schematic presentation of oleo-pneumatic  shock
absorber.  Animation sequence of dynamic simulation of
‘drop-test’ - numerical testing of elastic leg dynamical
characteristics and data validation (JAR-25).

A floating piston in the sccond-stage cylinder scparates
hydraulic fluid and high pressured nitrogen. During a
compression stroke, floating piston does not become active
until gas pressures of the first-stage and sccond-stage
chambers are cqual, which happens during system increased
dynamical loading. Dynamical characteristics of shock
absorber are strongly influenced by systems of orifices that
control hydraulic flow and by means of which net hydraulic
resistance can be tuned. Considering different possibilities of
activation of floating piston and orifices as the absorber
closes, it can be shown that four operation stages can be
identified during the compression stroke. During return
stroke, primary control of recoil of shock absorber consists
of fluid flow from the recoil chamber into oleo-pneumatic



chamber and from the oleo-pnecumatic chamber into
compression chamber. To prevent unit (and airplane!)
excessive rebound, orifices hydraulic resistance increases
significantly during the absorber recoil stroke.

Dynamical model

Since mechanical propertics of landing gear shock absorber
are mainly determined by the pneumatic spring force and
oleo (hydraulic) damping force, dynamical model of the
absorber are presented in the overall multibody system as a
force coupling element (highly non-linear!) consisting of
these terms.

All mechanical characteristics and geometrical data (AA,
AC, AD etc., Fig. 2), needed to establish the mathematical
model, are determined on the basis of CAD modelling
according to manufacturer data. The cylinder-piston stick-
slip friction phenomenon and internal seal friction are also
introduced. The floating piston inertia cffect is neglected in
absorber dynamical model presented here.

Pneumatic spring force

Depending on the unit operational stage, pnecumatic spring
force is dependent on initial inflation pressure in two
nitrogen chambers and influenced by change of volume of
the shock absorber (variation of kinematical configuration of
the unit). During modecling, it is assumed instantancous gas
compression ratio in accordance with the polytrophic law for
compression. Since absorber high rate of compression is
expected to occur during landing impact, a polytrophic
exponential term is chosen as » = 1.3 during modeling of all
internal processes [6]. By having considered geometrical
determinations of gas chambers (volumes VLI, VL2, Fig. 2)
in dependence of unit kinematical configuration and after
determination of initial gas inflation pressure, the net
pneumatic force is expressed as a non-linear function of
shock absorber stroke.

Hydraulic damping force

Hydraulic damping force results from the pressure
difference associated with the flow through the systems of
orifices. It is assumed that jet velocities and Reynolds
numbers are sufficiently large that flow is fully turbulent
(orifice arca is small in relation to the absorber diameter). As
a result, the net damping force is expressed as a function of
the stroke velocity. Since during compression stroke some
orifices become active/inactive (orifices K3 change their
position as the absorber closes), the net hydraulic damping
force is modeled via two stage discontinuous function of the
absorber stroke velocity. Orifice hydraulic resistance
damping coefficients K/, K2, K3 (Fig. 2) are estimated on
the basis of orifice geometry and hydraulic fluid density.
Prior to dynamic simulations of landing aircraft, dynamical
model of shock absorber has been validated by numerical
dynamical simulations (Fig. 2) of landing gear drop test ([1]
paragraphs 25.723-25.727).

DYNAMIC SIMULATION PROCEDURES

On the basis of aircraft dynamical model, dynamic
simulations of landing cases of large transport aircraft were
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performed for various initial descent velocities and different
lateral wind conditions. Mass of the aircraft is set as 64500

The

initial aircraft pitch and roll angles prior to touchdown are
10° and 3° respectively, while the aircraft pitching and
rolling velocity at the instant of touchdown is assumed to be
approximately zero. The animation sequence of landing
airplane with present lateral wind is shown in Fig. 3. Time
evolution of shock absorber total force in the right clastic leg
during different landing cases, when descent velocity is

kg and horizontal velocity equals v, =67.5 ms™.

varied in the range from v_ =0.25 ms” to v, =125 ms”

is presented in Fig. 4.

Landing cases with indicated touchdown parameters do not
represent  demanding landing scenarios for a modern
transport airplanc. During simulated landing impacts,
absorber stroke time evolution is well within a range of 0.45
m (max. stroke) and no upper-point cylinder-piston collision
occurred during analysed landing cases (which does not
mean that stick-slip transitions can not occur within shock-
absorber mechanism). The undercarriage load factors are
also well in the prescribed range. It is evident that diagram
of time evolution of shock absorber total force is almost flat
immediately after the touchdown. This is due to the fact that
shock absorber pneumatics is still not active during this
period of activation (pneumatic force acts as a set-up spring)
and tire dynamics affects the overall system motion
dominantly. This is more emphasised for lower initial
descent velocities.

Figure 3.: Animation sequence of landing airplane with
present lateral wind — one gear landing case.

In the cases of landing impacts with larger touchdown
descent velocities, a set-up value is quickly reached and
damping hydraulic component builds up very fast after the
impact, provoking thus a big gradient of the absorber total
force soon after the moment of touchdown. Of course, left
shock absorber force and stroke diagrams (not shown here)
have an additional time delay duc to the fact that left clastic
leg comes to the contact with the ground later on during
landing process, depending on the aircraft geometry and
rolling motion. Discontinuities visible at shock absorber
total force characteristics in Fig. 4 arc duc to different
working regime of the orifices (inactive/active K3 orifices,
Fig. 2) and due to the change of pneumatic force at the point
where floating piston of sccond-stage pneumatic cylinder
becomes active.
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Figure 4.: Shock absorber total force vs time (right el. leg).

As presented shortly here, dynamic simulator is based
on determination of dynamical response of the modeled
aircraft for specified initial conditions, airplane aerodynamic
configuration and generalized loads (schematic layout of
simulator global architecture is presented in Fig. 5). The
accuracy of final numerical results is well within required
tolerancies, which allows for utilization of the developed
mathematical model to serve as a solver of a flight procedure
trainer that would focus on different landing routines.

Figure 5.: Schematic layout of dynamic simulator ‘global’
architecture.
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ABSTRACT

In this paper aircraft piston engines overhaul procedures are
studied and discussed. Then elements of the model for
discrete event simulation of these operations are mentioned.
Different cvents, required algorithms and mecthods are
indicated and finally, parameters of interest and their
gathering in the simulation model are studied. Because of the
similarities among different aircraft piston engines and as a
result their overhaul operations, findings of this research can
be used as a framework for similar simulation studies.

INTRODUCTION

Stochastic nature of defects, failures, material and part
routings, distribution of repair and inspection tasks make
analytical methods difficult or impossible to observe and
analyze the function of aircraft maintenance environments.
Also because queues in such a complex system are usually
G/G/c type, simulation is onc of the few possible way to
analyze the system behavior.

One of the main goals of any aircraft maintenance enterprise
either civil or military is improving readiness and
availability of the aircrafts. This availability is defined as:

_ MTBM )

MTBM + MDT ~
Mean Time Between Maintenance (MTBM) is increased by
increase of reliability and Mean Down Time (MDT) is
reduced by reduction of repair cycle time (Blanchard 1997).
Related analysis is among capabilities of simulation models.
Discrete event simulation can estimate different parameters
of system such as work in process (WIP), throughput rate,
repair cycle time, utilization rate of servers, mean qucuc
length for servers, spare parts requirements, etc. Simulation
works specially well in diagnosing how systems respond to
changes done in workflow.

Estimations mentioned above provide a powerful tool for
management and engineering decision-making in aviation
industries. Engine overhauls are usually performed because
of one of these reasons: accumulation of time between
overhaul (7BO) which usually ranges between 800 to 1500
hrs, engine sudden stoppage, degradation in performance,
excessive metal particles in the oil, any defect detection or
failure (Jeppesen 1997) and (Kroes and Wild 1995). In such
conditions engine is removed, packed and sent to an

o
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authorized overhaul shop. Procedures and the elements of
the model, which are developed in this rescarch, are started
from this point and are continued to engine departure from
system.

PISTON ENGINE OVERHAUL PROCEDURES

For modeling any system, the processes are to be understood
and documented (Rus 2003). In this paper, all main
procedures of overhaul operations are typically extracted
from references (Jeppesen 1997) and (Kroes and Wild 1995)
and documented in the form of process flow charts. As
illustrated in Figure 1, after completion of reception and
related inspections, a work scope is prepared. In parallel, all
technical documents are reviewed and necessary procedures
arc arranged according to related service bulletins or
documents. After this stage and in the case of confirming the
computed overhaul cost, engine will be externally cleaned
and disassembled. In addition, in this stage engine
components will be preliminarily inspected. It is assumed
that engine will be disassembled to fourteen types of parts
and six types of accessories as shown in Table 1. According
to Figure 1, after degreasing the main parts, some of them
will go to stripping and the others will be coated with
inhabiting oil. For repair and inspection of all the parts and
accessories mentioned in Table 1, a separate process flow
chart has been prepared in this research, though these are not
reported in this paper due to space limitation.

Figure 2 shows repair and inspection flow chart of the
crankshaft. Depicted work flow is explained as follows.
First, crankshaft will be visually inspected. After completion
of visual inspection, if the part is not rejected, it will go
through other inspections. Key components must be
structurally inspected to verify their integrity. If a structural
inspection reveals a faulty part, it should be rejected and
replaced with a new one (Jeppesen 1997). Structural
inspections usually are of type NDT and piston engine parts
arc inspected by magnetic particles inspection for ferrous
metals and penctrant liquid method for non-ferrous
parts.After crankshaft is inspected by magnetic particles, if
not rejected, it will go through dimensional inspection. Data
from this inspection in addition to data from crankcase
dimensional inspection in its temporary assembly will be
recorded and compared. Figure 2 also shows that by the end
of inspections, crankshaft will be sent to one of the stages of
polishing, grinding or cleaning considering the defect found
and required repair. If it is not accepted, the part will be
rejected or repaired again regarding its condition and
possibility of correction.
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Figure 1 : Aircraft Piston Engine Overhaul Operation Procedures

Table 1 : Engine Parts and Accessories

Accessory Case, Camshaft, Connecting
Engine Rods, Crankcase, Crankshaft, Cylinfiers,
Main Parts Accessory Gears, Hydraulic Valve Lifters,
Piston Pins, Pistons, Push Rods, Valve
Rocker Arms, Valves, Valve Springs
Afclgr:)f'ie Alternator, Carburetor, Fuel Pump,
S Magneto, Oil Pump, Starter

A grinded part is inspected and if accepted, is nitrided. All
nitrided parts as well as those, which come to polishing
directly after inspections, are polished and sent to
preassembly cleaning, if polishing accepted. The parts
without any defect directly go to preassembly cleaning after
accomplishing ~ dimensional and magnetic particles
inspections.

Finally engine parts and accessories will be assembled
according to the manufacturer’s instructions. Then final
inspection and engine run up test arc done. If engine
performance is accepted, engine will leave the shop for
installation on the aircraft.

Probabilities of finding defect, its repairability, and required
repair type in different inspection stages are depicted by
special codings. For instance, in visual inspection of
crankshaft, probability of finding any defect is shown by p;.
A defected part is rejected (not repairable) with probability
p> and it will be diagnosed to be repairable by probability
1-p;. A repairable part is sent to grinding with probability p;
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or to polishing with probability /-p;. Table 2 contains
possible defects, inspection and treatment mecthods for
crankshaft.

MAIN ELEMENTS OF THE MODEL

It is worth to define some terms before discussing main

elements of the model. These terms are as follows (Banks

and Carson 1984) :

State: A collection of parameters, which contains all data to
describe the system in any moment.

Entity: Any part of the system, which needs to be defined
clearly in the model.

Attributes: Characteristics of an entity.

Event: A momentary event, which changes state of the
system.

Activity: a time interval whose end is determined by its

beginning.

This model assumes an engine as the main entity which is

decomposed into elements as mentioned in Table 1. Figure 3

shows the general structure of the model. In setup stage,

initial values of all parameters and variables including

distribution of service times, different probabilities used in

the model, initial state of the system, number of different

servers, simulation termination conditions, etc. are defined.

In time advancement stage, Future Events List (FEL) will be

evaluated. FEL contains data about the event type, event

time and related engine number.
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Table 2 : Crankshaft Possible Defects, Inspection and Treatment Methods

Possible Defects

Inspection

Treatment

Burning, Pitting, Scoring or spalling journal
bearing surfaces

Visual Inspection

-Remove by polishing if it is possible.
-Grind crankshaft to undersize and use
undersize bearings if it is possible.
-Replace crankshaft.

Fatigue & Heat Cracks
Inspection

Magnetic Particle

-Replace crankshaft.

Main Bearing Journals clearances exceed
Limitations

Dimensional Inspection

-Grind crankshaft to undersize and use
undersize bearings if it is possible.
-Replace crankshatft.

Rod Bearing Journals Clearances exceed
Limitations

Dimensional Inspection

-Grind crankshaft to undersize and use
undersize bearings if it is possible.
-Replace crankshatft.

Crankshaft Runout exceeds Limitations

Dimensional Inspection

-Replace crankshaft.

At this stage, the earliest event is called from FEL
and run, accordingly. In this research, a number of
140 cvents have been recognized, of which those
related to crankshaft are reported in Table 3. The
flow chart associated with each event is then drawn,
which shows how the state of system is changed
when corresponding event takes place.

For example, Figure 4 illustrates the changes in the
state of system when event “Leaving Crankshaft
Visual Inspection” takes place. Based on entity’s
recorded attributes, sending crankshaft to required
repair station would be programmed after
accomplishment of the last inspection stage. If there
is any entity in the server queue, queue assessment
will be called. Since different servers perform
different jobs, each job is represented by a code.

In queuc assessment stage, based on this code,
future event is added to FEL. Table 4 illustrates
different server types and number of jobs done by
each server.

In the proposed model some delay lists (DLs) are
used to keep entitiecs whose move has been stopped.
Main types of these lists are arrays that keep entities
waiting in the queues of servers. However, in the
simulation of overhaul procedures there might be
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other conditions that an entity cannot move without
their satisfaction. For example, inspection of
crankshaft nceds the data to be obtained from
inspection of crankcase. In this case, after
“crankshaft inhabiting oil coating”, it is kept in a
delay list till fulfillment of crankcase inspections.
The Delay list and the logic needed to transfer
entities to and from this list is defined to manage
such conditions. Evaluation of DL is done at the
beginning of control stage. After examining DL and
programming  future cvents, the simulation
termination conditions are checked. In report stage,
gathered data and statistics are used to calculate the
parameters of interest. These issues arc discussed in
detail in subscquent section.

PARAMETERS OF INTEREST

The main objectives of this model are to provide
precise and reliable estimations about throughput
rate, work-in-process inventorics and repair cycle
time. Their relation is explained through Little’s law
by equation (2) (Little 1961).
TH=WIP/RCT.  (2)

Where, TH is the throughput rate, RCT is the repair
cycle time, and WIP is the work-in-process.
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Generally throughput is defined as the number of
engines which have fully passed overhaul
procedures. This parameter would be more
important if the purpose of simulation is to evaluate
whether a system has sufficient capacity to cope
with the works assigned to (Hopp and specarman
2000).

Repair cycle time is defined as the time between
engine arrival and departure. Repair cycle time is
calculated by

o T —Tei
RCT=» ——=, 3)
where T,; is entrance time of ith engine and T is
departure time of that. The parameter n is the
number of departed engines within simulation time.
Two kinds of information are recorded for
calculating WIP. The first is the number of engines
in the system and the second is the time at which
this number changes. WIP at time ¢ can be estimated

by
n
WIP =Y N;(Ty ~T)/t, (4
i=1
Where N; is the ith recorded number of engines, 7; is
the time at which A, is recorded. It is to be noted that
in the proposed model the maximum amount of RCT
and WIP arc also ecstimated. Without loss of
generality, the parameters mentioned in equations
(2), (3) and (4) can be applied for each station. The
proposed model also provides information about the
utilization rate of servers. In long term, utilization
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rate of each server equals mean process time divided
by mean arrival time. However, since in this model
cach server can do scveral kinds of jobs, the
utilization rate is calculated by equation (5).

= I . (5)

ct

Where Tj, is the time within which servers are busy,
¢ is the number of servers and ¢ is the simulation
time. Over long run, mean waiting time can be
approximated by equation (6) (Allen 1990).

2,2 _
:(ca+ce)xu 2(c+1) 1><te
2 c(l-u)

c,=0,lt, is

u

(6)

Where variability of

arrival,c, = 0, /t, is variability of processing, o,

q

is standard deviation of arrival and o, is standard
deviation of processing. The parameters ¢, and ¢, are

mean arrival and mean processing times,
respectively.
Equation (6) reveals that waiting time will

drastically increase in a non-linear manner, if
utilization rate increases, because U term (i.c. u / (1-
u) ) will increase in that fashion as shown in Figure
(5). If u>1 the workstation is not stable and the
queue length and waiting time go to infinity. Cycle
time in any workstation is composed of waiting time
calculated by equation (6), process time and any
other non-productive times. Then increase of
utilization will also affect on related cycle time. As
described, reducing repair cycle time is the main
goal of any aircraft maintenance enterprise.



Table 3 : Events Related to Crankshaft Inspection and Repair Procedures

No Event Type Related Server
1 Leaving Crankshaft Visual Inspection Inspector
2 Leaving Crankshaft Magnetic Particles Inspection NDT Inspector
3 | Leaving Crankshaft Dimensional Inspection Inspector
4 | Leaving Crankshaft Polishing General Mechanic
5 Leaving Crankshaft Polishing Inspection Inspector
6 Leaving Crankshaft Grinding Machinist
7 Leaving Crankshaft Preassembly Cleaning Cleaner
8 Leaving Crankshaft Grinding Inspection Inspector
9 | Leaving Crankshaft Nitriding Coating Mechanic
10 | Leaving Crankshaft Inhabiting Oil Coating Cleaner
Table 4 : Server Types and Number of Jobs they Perform
No 1 2 3 4 6 7 8 9 10 11 12
Server Type - N . = . . o =
g 8 |gE|c2|2E|R2E|BEE T¢E gl 2 | ¥E| &
S| 5|2Z2|238|52|53|2%522|68| £ |2 3%
| 2 188|8%/28|2%5383/88|z%| 2 |88] &
£ | 0 |eg|2élmg|mE|zg23|os £l g |og| E
i < < £ S1Z2A 7 s 5
Number of Jobs 40 | 26 12 6 12 6 3 14 8 3 2 2

Thus estimating the capacity needed to keep
utilization sufficiently low to reduce RCT will be a
worth  objective of this simulation model.
Alternatively, if high utilization is a goal of interest
in an overhaul workshop, the only possible solution
regarding equation (6) is controlling the process
and arrival variations to eliminate effect of a large
U term (Standrige 2004).
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CONCLUSION

Aircraft piston engine overhaul procedures are
documented through flow charts in this paper.
These charts illustrate procedures for fourteen types
of parts and six types of accessories. Then events of
the system are extracted and their effects on the
system states are documented. This information is
only provided for crankshaft in this paper. Different
data required in this model are reviewed and
methods to gather them in the model are discussed.
Findings of this research including overhaul
procedures, clements of the model, algorithms, flow
charts and methods can be used as a tool in the
simulation of aircraft piston engine overhaul shops.
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ABSTRACT

We have proposed a discrete event model to simulate
overhaul cycle time of a typical aeroengine. In this paper,
effect of initial condition of the system on cycle time is
studied and then point and confidence interval cstimations
are obtained for cycle time. Initial conditions of the system
are studied by dividing the simulation time into different
groups and studying if there is a significant difference
between mean cycle time of the groups. By the result first
10000 minutes of simulations are removed from further
calculations. Then Number of required simulation
replications are determined and estimations for cycle time
are calculated.

INTRODUCTION

Aircraft maintenance environments arc usually more
complex than to be studied analytically. This means that
computer simulations are essential in design and analysis of
such systems. Stochastic nature of these simulations makes
simulation output data analysis an important issuc. Studying
cffect of initial state of the system on simulation output and
giving estimations for them are among the important parts of
this subject. For more information (Law and Kelton 1991)
and (Banks and Carson 1984) can be scen.

We have proposed a discrete event dynamic system model to
simulate overhaul cycle time of a typical aircraft piston
engine. In this paper, overhaul cycle time obtained from
simulation response is analyzed. Obviously, initial state of
the system is among the factors which affect the cycle time
obtained from the simulation model. This paper aims at
analyzing the effects of this factor in the cycle time through
least significant difference method.

The simulation model attempted in this paper is verified and
validated by analyzing simulation behavior using some rules
governing the system. This is done by gathering some
parameters underlying system behavior in simple scenarios
and then analyzing them. Some of these rules are number of
engines, assembly requirements, conservation law,
utilization, waiting time, bottleneck rate, spare parts and
confirmation probability of repairs.
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In the following section of this paper overhaul procedures of
piston engines are generally described. Then a brief
statistical background of the problem is presented. This
presents how point and confidence interval estimations are
done. After that effect of initial state of the system on
simulation output is studied and first 10000 minutes of
simulation are removed from further analysis. This is donc
by studying least significant difference between mean of
groups. Then using ten initial simulation runs, number of
replications required to give confidence interval with a
desired accuracy is determined. Finally, required replications
arc donc to computc point and confidence interval
estimations for the engine overhaul cycle time.

OVERHAUL PROCEDURES

Engine overhaul procedures attempted in this paper has been
developed with respect to the processes given in (Jepppesen
Sanderson 1997) and (Kroes and Wild 1995). These
procedures are documented in the form of process flow
charts. Figure 1 illustrates a general look at the overhaul
procedures of a typical aircraft piston engine. After engine
reception and related inspections, a cost estimation of
overhaul repairs is sent to the owner. If the cost of overhaul
is economical and owner confirms it, engine will enter the
workshop and go for external cleaning, disassembly and
preliminary visual inspection. Dotted section of Figure 1
points to cleaning, inspection and repair of engine parts and
accessories. In fact, in this stage different parts will go
through different procedures. As a part of model
development, for all main parts of a four cylinder opposed
piston engine, flow charts are drawn to determine how their
cleaning, inspection and repair operations are done.

It is assumed that final assembly will begin if all the parts
and accessories are ready. By the end of final assembly,
engine will go for final inspection and run up test. Finally, if
engine overhaul is accepted, engine will depart the system.

STATISTICAL BACKGROUND

In this model, times between engine entrance to workshop
and departure from it are gathered for cycle time estimations.
Entrance point of workshop is where engine overhaul cost is
confirmed by the owner and engine starts to proceed the
overhaul procedures.

Both point and confidence interval estimations are done for
cycle time. Let us assume that the computerized overhaul



simulation model developed in this research is run for R
replications cach with 120000 minutes length. In this
experimentation cach replication is further divided into 12
groups each with 10000 minutes length. Then mean cycle
time of each replication is computed by Equation (1).

2
2 X
yr = L > (1)
' 12
where X .. 1s the mean cycle time of group g of replication

r. Finally, a consistent estimation of mean cycle time can be
obtained by

Yo @)

A point estimation for cycle time variance can be calculated
by

i()_(r _):()2

2 r=1
§T=— 3
21 3)

Due to Central Limit Theorem and with respect to long

simulation runs, the distribution of X' converges to normal

distribution. Therefore, an interval estimation for y with ((1-
a)x100)-percent confidence can be obtained by

<pu<X+t

I

s S
_ta/Z,R—lﬁ a/Z,R—lﬁa “4)

where 7,,, r is the corresponding Student-t value with

R-1 degree of freedom and a/2 coverage in each side.
INITIAL STATE

In any simulation run, there is a bias related to the initial
state of the system. It could be eliminated by one of the
following methods (Banks and Carson 1984):
(1) gathering data about the system and defining initial states
(2) dividing simulation time to two stages: initialization and
data gathering. This method should be done regarding
two matters. First, by the end of initial stage a stable
condition should be reached and sccond, data gathering
stage should be long enough to allow precise estimations
in stable state of system.
For this reason, ten replications have been considered in this
experimentation. Table 1 includes mean cycle time of each
group obtained from simulation program where simulation
starts with empty conditions.
It is scen that the mean cycle time of first group of cach
replication is less than the others. This is due to the cffects of
initial conditions of the system. Table 2 shows mean and
accumulative mean of each group. It also contains
accumulative means calculated after removing the data of
first and second groups.
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Table 1 : Mean Cycle Time of Groups

Engine
Departure

Group

Replication

5

6

10

3744

3702

3781

3528

3755

3653

4140

3668

4193

3411

4275

3804

4265

3729

3993

3829

4306

4044

4040

4311

4086

3957

3730

4008

4063

4073

4570

3980

3643

4212

3908

4036

4071

4027

4424

4244

4220

5166

3717

3879

4232

4147

3620

4013

4002

4099

4161

4493

3842

4085

3981

3824

3574

3780

4302

4143

4206

3712

4029

4011

3758

3969

3818

3979

3940

3955

3970

3450

4177

4006

4109

4163

4184

4215

3738

4291

4088

3813

3975

3746

NeNECC N EN R N KU SN JUST | (S

4055

4010

4279

3963

4149

4237

4053

4432

3690

3802

—
(=

4281

3927

4012

3771

4039

4321

4080

4827

4244

3679

—
—_

4062

4013

3785

3985

3723

3790

4212

4029

4135

4280

—
[N}

3879

3985

3820

4180

4461

3947

4287

4031

4263

3957




Table 2 : Mean and Accumulative Mean of Groups

Accumulative | Accumulative | Accumulative

% Mean Mean Mean Mean
5 (Without (After removing | (After removing

removing) group 1) groups | and 2)
1 13757.5 3757.5 - -
2 | 4059.6 3908.55 4059.6 -
3140322 3949.77 4045.9 4032.2
4 14169.2 4004.63 4087 4100.7
5 | 4069.4 4017.58 4082.6 4090.267
6 | 3956.2 4007.35 4057.32 4056.75
7 |3902.2 3992.33 4031.467 4025.84
8 | 4032.2 3997.31 4031.571 4026.9
9| 4067 4005.06 4036 4032.629
10| 4118.1 4016.36 4045.122 4043.313
11|4001.4 4015 4040.75 4038.656
12| 4081 4020.5 4044.409 4042.89

Least Significant Difference (LSD) mecthod is used to
compare these group means (Fisher 1935). First, variance in
different groups is studied. To do so, analyze of variance
(ANOVA) (Montgomery 2004) is done for groups by :

2
@ = 8082896

SS;=(3744)2+(3702)2+....+(3957)2 -

_ (375755 +(40596 +...+ (40810 (482460
10 120

MY =1293169

SS, =SS, —SS,; = 6789726

Where SS7 is total sum of squares, SS;; is sum of the squares
of groups and SS; is sum of the squares of errors.
Corresponding mean of squares are computed through
dividing sum of squares by the degrees of freedom. Critical
F is then calculated by

- 117560 ~1.869
- 62867

This analysis of variance is shown in Table 3.

Table 3. Group ANOVA

Source of | Sum of | Degree of Mecan Critical
Variation | Squares | freedom Square F
Group 1293169 11 117560 1.869
Error 6789726 108 62867
Total 8082896 119

Critical F obtained from this ANOVA is less than the value
given in F distribution table in both 0.05 and 0.01 levels.
This reveals that there is no significant difference between
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variance of the groups. By this assumption, LSD can be used
to compare the mean of the groups by

,2S2
LSD,;, = TEX PENE )

Where S7 is the variance of error and 7, 1, s the

corresponding Student-t value with f = G(r-1) degree of
freedom and covering o/2 in each side. Using Equation (5),
least significant difference for 0.05 and 0.01 levels can be
calculated:

LSD, s =222.01and LSD, s = 293.44 .

Comparing mean of groups with this LSDs illustrates that
only mean of the first group has significant difference with
the others.

Figure 2 illustrates mean and accumulative mean of groups.
It is clear that by removing data from first group, the bias
resulted by initial conditions of the system will be
climinated.

ACCURACY AND REPLICATIONS

An important issuc associated with a simulation run is the
accuracy with which the parameter of concern is estimated.
In this research, the accuracy of mean cycle time is assumed
to be ¢ =+ 60 minutes. The Number of required replications
or runs depends on the accuracy of interest.

Minimum number of required replications can be determined
using Equation (6) (Banks and Carson 1984).

S 2
J . ()

R> ZO(/Z,R—I o
a &

where S, is the standard deviation error obtained by the data

of ten replications reported in  Table 1. Since
taia. g1 2242 Equation (7) can be used for initial

estimation of R :

2
R> (Mj ) )

&

Where Z,,,

covering a/2 in each side. Using equation (7), the required
number of replications should be at least:

represents  the standard normal = statistics

Z2,, 82 (1.96) (8290.01)

- —8.84.
¢ (60)

Therefore, Equation (6) is used for 10, 11 and 12
replications as shown in Table 4.
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Table 4 : Required Number of Replications

R 10 11 12

Lara, R 2.26 2.23 2.2

2
lai2, R=15
&

Since 12 is the smallest integer number satisfying Equation
(7), at least 12 — 10 = 2 more replications are still required in
order to estimate the mean cycle time with the specified

11.76 11.45 11.145
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accuracy. Since the standard deviation crror, S,, may

change to some extent after inclusion of data of new
replications, to assure consistency of results, three more
replications have been considered in this research.

CYCLE TIME ESTIMATION

Regarding the data obtained from 13 replications of the
simulation model, the point estimation of cycle time is
obtained as

X = 4049.98 minutes.

Also, a 95% confidence interval with € = &+ 60 accuracy for
this parameter is as follows.

404998 —-2.18x2224< 1<404998+2.18x22.24

This means that the mean time from entrance to departure of
aircraft piston engines is between 4001.49 and 4098.46
minutes with 95% confidence.

FURTHER RESEARCH

There are different factors affecting overhaul cycle time like
number of different servers, availability level of spare parts,
bottleneck rate, etc. Studying the effects of these parameters
on the cycle time can be scope of further researches. For
example, developing methamodels, designing experiments
or even doing optimizations on simulation response surface
provide valuable tools to improve overhaul cycle time in
aircraft piston engine maintenance workshops.

CONCLUSION

In this paper, effect of initial state of an aircraft piston
engine overhaul workshop on the overhaul cycle time
obtained from computer simulation is studied. By dividing
simulation time to different groups, first 10000 minutes of
simulation is removed from further analysis regarding its
bias on cycle time estimations. Then using ten initial runs,
required number of replications to give confidence interval
estimation with a desired accuracy of & = + 60 minutes is
determined as 13 replications. Finally, mean cycle time is
estimated as 4049.98 minutes and a 95% confidence interval
with € ==+ 60 accuracy for this parameter is given.
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ABSTRACT

We have used a discrete event dynamic system approach to
simulate the work flow in a typical aircraft piston engine
overhaul workshop. This paper describes how physics
governing this system can help in verification and validation
of its simulation model and program. Based on physics of
the workshop, procedures and objectives of the simulation
program, some parameters are programmed to be gathered,
underlying the system behavior. These parameters provide
an analytical foundation and some analytical relations
between them can predict the responses of the program in
simple scenarios. Discontentment of these relations, implies
that cither the model is not valid or the program is not
correct and we showed the satisfaction of these relations
and governing physics in our model.

INTRODUCTION

Aircraft maintenance environments are usually more
complex than to be described by analytical methods
cfficiently. But analytical rclations between different
parameters of the system can be used to show some of the
system behaviors and as a result be used in verification and
validation of proposed model and simulation program. We
have used a discrete cvent dynamic system approach to
simulate the work flow in a typical aircraft piston engine
overhaul workshop. This paper describes the parameters
through which the verification and validity of the simulated
model is tested. To do so, some data about the parameters of
interest are obtained from simulation model and checked if
they are correct and logical using analytical relations
between them. How factory physics helps simulation is
studied by (Standrige 2004), he has pointed some of the uses
of this physics in verification and validation in his work.
These governing physics of industrial environments are
studied more by (Hopp and specarman 2000). Also
verification and validation of simulation models are
completely covered in (Sargent 1982, 1984, 1996, 2004)
using different methods and techniques.
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The remainder of this paper is organized as follows: Next
section gives a view about overhaul procedures and
proposed simulation model. Then, it provides some general
background about verification and validation issues in
simulation. The later section presents governing physics
about number of engines, assembly requirements,
conscrvation law, utilization, waiting time, bottleneck rate,
sparc parts and confirmation probability of repairs and the
last section concludes this paper.

OVERHAUL PROCEDURES
SIMULATION MODEL

AND PROPOSED

The simulation model attempted in this paper has been
developed with respect to the overhaul procedures given in
(Jepppesen Sanderson 1997) and (Kroes and Wild 1995).
These procedures are documented in the form of process
flow charts. Figure 1 illustrates a general look at overhaul
procedures of a typical aircraft piston engine. After engine
reception and related inspections, a cost estimation of
overhaul repairs is sent to the owner. If the cost of overhaul
is economical and owner confirms it, engine will go for
external cleaning, disassembly and preliminary visual
inspection. Doted section of figure 1 points to cleaning,
inspection and repair of engine parts and accessories. In fact,
in this stage different parts will go through different
procedures. As a part of model development, for all main
parts of a four cylinder opposed piston engine, flow charts
arc drawn to determine how their cleaning, inspection and
repair operations are done.

It is assumed that final assembly will begin if all the parts
and accessories arc rcady. By the end of final assembly, the
engine will go for final inspection and run up test. Finally, if
engine overhaul is accepted, engine will depart the system.
After documenting the overhaul procedures, all events of the
simulation system arc identified. In this research, a number
of 140 events have been recognized in a typical engine
overhaul shop. The flow chart associated with each event is
then drawn, which shows how the state of system is changed
when corresponding event takes place. These cvents in
addition to other elements of a discrete event simulation
model have been used to write a simulation program with an
event driven approach. A general purposc language (C#)
were used for programming.
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VERIFICATION AND VALIDATION

Model validation is often defined as “substantiation that a
computerized model within its domain of applicability
possesses a satisfactory range of accuracy consistent with the
intended application of the model” (Schlesinger et al. 1979).
Verification of the model is usually explained as “ ensuring
that the computer program of the computerized model and
its implementation are correct” (Sargent 2004).

Figure 2 shows three main steps of simulation process. It
should be noted that in a complete process of modeling, cach
stecp may be repeated several times and corrections be
applied (Banks and Carson 1984).

This paper is dealt with the validation of conceptual model
and verification of computerized model. But, it should be
added that subjects presented in this paper may be helpful
from early stages of conceptual modeling to final validation
or even debugging process

GOVERNING PHYSICS

There are some rules which are governing industrial
environments and some parameters that explain behavior of
the system. These rules are used to track and analyze the
simulation process over time. In this simulation study the
applied rules are number of engines, assembly requirements,
conservation law, utilization, waiting time, bottleneck rate,
spare parts, and confirmation probability of repairs.
Application of these rules are discussed in subsequent
sections.
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Number of Engines

In a valid and verified simulation model, always input,
output and remaining entities should be in balance (Hopp
and Spearman 2000). Here it means that engines entered the
system should equal to departed ones plus engines remained
in the system. In this model, engines can depart the system in
two different ways. First, the engines with high amounts of
damage whose overhaul cost is not economical and they
depart workshop if their costs arc not confirmed by the
owner after reception inspection. Second, the engines which
depart the workshop after completion of overhaul process.
Therefore, Equation (1) is evolved.

]vin =N, remained + ]Vrejected + ]Voverhauled s (1)

where N, is the number of engines entered the workshop,
Nygjeciea 1s the number of engines rejected in the reception
inspection stage, Noerhaued 18 the number of engines fully
passed the overhaul process and N,pineq 15 the number of
engines being in the workshop at the time simulation
terminates. The parameters Ny, , Nigjecea a0 Noyerpanted are
calculated by counting engines in entrance and departurc
points. Then N,,,ines can be calculated by Equation (1) and
should be equal to the number of engines which actually are
in the model. Tt is notable that this needs specifying the
places wherein an engine can be. Table 1 includes data
obtained from ten replications, each executed for 500000
minutes.

Assembly Requirements

It is assumed that all parts and accessories should be ready
before engine final assembly. From a simulation
programming viewpoint, this needs occurrence of specific
cvents. By collecting data about occurrence of these events
in the model, it will be possible to study status of each
engine entered the system. This will result in two types of
engines: first, engines which all of the events required to
program their final assembly have not yet happened; second,



fully assembled engines which have departed the workshop.
Obviously, some parts or accessories of the first category of
engines arc still under repair or inspection and thercfore
those should be among remained engines. Checking this
assures that there is not any lost part or engine in the model,
additionally helps in any required debugging.

Table 1: Number of Engines

R Nin N, rejected N, overhauled N, remained
1 714 148 552 14
2 | 718 135 570 13
3 | 712 133 566 13
4 | 715 148 551 16
5 712 148 553 11
6 | 710 141 555 14
7 | 716 147 556 13
8 | 719 150 556 13
9 | 707 147 543 17
10 | 717 136 562 19

Conservation Law

Here conservation or Little’s Law (Little 1961) can be stated
as cquation (2).

UG
CcT

TH

Where TH is throughput rate, WIP is the work-in-process
and CT is repair cycle time. Generally, throughput is referred
to as the rate at which entities complete processing. As the
verification and validation are of concern, changes in
reduction or increment of WIP, should also have the same
effect on the cycle time. Additionally, in long terms, the ratio
of WIP to cycle time, i.e. TH, should approximately equal to
the arrival rate in a stable system (Standrige 2004). Table 2
contains arrival rates and THs cstimated by little’s law,
obtained from ten replications. Here because throughput is
estimated only for fully overhauled engines, output rate of
engines rejected in reception inspection stage should be
subtracted from arrival rate of engines.

It worth noting that the little’s law can be used for each of
the servers in the system.

Table 2: Throughput from Little’s Law

R | WIP CT TH |Arrival Rate
1|11.54(4156.43]0.0027 0.0028
2| 11.88]4153.20]0.0028 0.0029
3111.59[4066.72 | 0.0028 0.0029
4 111.31]4082.73]0.0027 0.0028
5111.21| 4031.6 |0.0027 0.0028
6 [11.48[4116.94|0.0027 0.0028
7111.46[4126.65|0.0027 0.0028
8 [ 11.72 [4195.02 | 0.0028 0.0028
9 [11.21 [ 4095.55 | 0.0027 0.0028
10{11.90]4195.26 | 0.0028 0.0029
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Utilization

Information about the utilization rate of servers can also
provide a tool to interpret model behavior. Over long terms,
utilization rate of each server is estimated by

where A is the arrival rate, u is the process rate of the server
and ¢ is the number of servers. By increasing the number of
servers, keeping other parameters constant, utilization of
those servers will decrease. This is verified by several
simulation runs for all of server types. Figure 3-a illustrates
utilization rate of onc of the servers, viz. general mechanic,
versus different number of servers. Figure 3-b shows
increment of cycle time as utilization rate increases. It is
seen from this figure that as utilization rate converges to 1,
the cycle time goes to infinity.
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Figure 3 : Utilization Rate versus Number of Servers and
Cycle Time

Waiting Time
Equation (4) presents lower and upper bounds for waiting

time in queuc of a multi-server station, in general (G/G/c)
(Gross and Harris 1998) .

/1203+cu(u—2)_/1(c—1)(a§+1/y2)< <ﬂ(cog2,+0'f). 4)
22c(1—u) 2¢ T 2e(1-u)

The parameter W7, is the average waiting time in queue, 0,
is the standard deviation of arrival times, o, is the standard



deviation of processing times, A and u are arrival and
processing rates respectively.

Using equation (4), it is checked if waiting time in queue of
a particular station, obtained directly from the model, is
between the boundaries mentioned above. Table 3 indicates
this data for one of the servers in aircraft piston engine
overhaul workshop called general mechanic. The number of
general mechanics in ten replications reported in Table 3 is
3.

Table 3 : Waiting Time for General mechanic

Lower| Upper
Limit
779.6 [0.82] 8.27
730.2 10.85] 28.97
763.8 10.84| 21.53
807.510.82| 13.73
786.6 [0.83| 11.88
800.310.83] 13.48
784.4 [0.83] 19.54
780.8 [0.84| 26.86
847.510.81] 2.25
785.3 [0.83] 15.20

Limit Wi,
201.79 | 58.32
248.66 | 59.87
233.21149.40
210.99 | 54.29
215.55|45.42
218.87|52.53
223.40|50.59
241.33|57.24
193.98 | 48.87
219.27161.99

=
-

-

Q
a
=

0.036
0.037
0.037
0.036
0.036
0.036
0.037
0.037
0.035
0.036

0.014
0.014
0.014
0.014
0.014
0.014
0.014
0.014
0.014
0.014

3714.7
3857.9
3759.4
3907.3
37473
3800.4
3805.3
3919.0
3775.5
3856.9
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Bottleneck Rate

Usually throughput of a system is limited by the capacity of
one or two work stations, commonly called constraints or
bottlenecks (Roser et al. 2001) By the increase of
throughput from zero, WIP should also increase relatively
until reaches its critical value. After that even by increase of
engine arrival rate, throughput will remain constant
(Spearman 2003), which means engines will be buffered in
the system. This throughput value equals the bottleneck rate.
To find the bottleneck server of the system, utilization of the
servers are investigated. In stable systems, bottleneck is the
server with biggest utilization rate (Law and Kelton 1991).
To do so, some simulation runs are done and general
mechanic servers are identified as the bottleneck of the
system under study. Then response of the model to increase
of arrival rate is studied to find if it is working logical.
Figure 4-a shows converging throughput to a constant value
(bottleneck rate) by increase of WIP. Figure 4-b illustrates
that when the critical WIP or bottleneck rate is approached,
utilization rate of the identified bottleneck station converges
to 1.

Spare Parts

Logically, the number of required spares of a particular part
can be calculated by multiplying the probability of rejecting
that part during inspection to the number of overhauled
engines. For instance cylinders may be rejected during visual
inspection, dimensional inspection or inspection of
accomplished repairs. In this model, we have considered a
specific probability of rejection for each inspection.
Summation of these probabilitics in the attempted model is
0.375. Since the arrival rate of engines is assumed to be
0.0028 (28 engines enter the workshop within 10000
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minutes) and having the fact that there are four cylinders in
cach engine, the average number of cylinders required in
cach 10000 minute can be calculated by

0.0028x10000%x4x0.375 = 42.52.
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Now, the value 42.52 can be used to test the validity of the
computerized model. To do so, the simulation program is
run for 500000 minutes. Figure 5 illustrates required number
of spare cylinders obtained from the model in each 10000
minutes of the simulation period. Mean number of spare
cylinder requirements obtained from simulation equals to
42.50 for cach 10000 minutes. As secen in Figure 5, the
number of spare cylinders obtained from model is almost
about 42.5, which reveals validity of the computerized
model.
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Figure 5. Spare Cylinder Requirements



Confirmation Probability of Repairs

In an aircraft maintenance environment, usually any
conducted repair or work should be inspected by another
person. It is obvious that the probability of confirming a
repair donc by the previous person affects different
parameters such as overhaul cycle time and spare parts
requirements. Logically, increment of this probability should
result in decrement of overhaul cycle time and required
spare parts. The data collected from the simulation model in
Table 4 confirms this logic.

Table 4 : Effect of Acceptance Probability on Overhaul
Cycle Time and Spare Part Requirements
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0.5]3784 (9447|2167 | 898 [1100| 831 3761 |5011

0.6]3390 (9228|1982 | 826 [1062| 713 [ 3574|4899

0.7]3186 (9208 | 1830 | 757 [ 1044 | 690 | 3423|4826

0.8/3023]19128 1626 | 708 |1030| 636 | 3398 (4795

0.9]2864 8786|1581 | 648 (1017 598 [ 3232|4736
CONCLUSION

We have used a discrete event dynamic system approach to
simulate overhaul procedures of a typical aircraft piston
engine. In this paper, physics governing industrial
environments are used for verification and validation
purpose. For this reason some parameters are gathered from
simulation responsc and analytically studied in simple
scenarios. We showed the program is behaving logical by
using some rules and relations about number of engines,
assembly requirements, conscrvation law, utilization,
waiting time, bottleneck rate, spare parts and confirmation
probability of repairs are satisfied.
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ABSTRACT

In this case study, a car producer company wants to
increase its production rate; so we want to investigate that
which type of problems will be occurred doing that.
Logistics system is one of the sub-systems that face some
of the problems. In this paper, we investigate the problems
that generate in the scope of logistics sub-system. Also, we
diagnose future problems. Geographical scope of this study
is limited from parts warehouse to assembly (trim)
department. Nine parts are selected as a sample. Current
state of the system, its indices and standards is documented
by interviewing and visiting. Future state is guessed by
simulation. Finally, some projects is defined to solve the
problem.

INTRODUCTION

In this case, a methodology is presented to anticipate future
problems in logistics sub-system especially in
transportation and warehousing area. The case is an
automobile manufacturing company that produces 450000
automobile per year and wants to increase it up to 600000.
This increasing may cause some problems in warehouses
like shortage of space and in transportation like heavy
traffic in the factory. These problems should be diagnosed.
For example, the root of the shortage of space may be bad
layout of paris and we could solve this problem by doing a
suitable layout; so the company doesn’t need to increase its
warehouses’ capacity. If we want to know that the parts
layout are good or not, we can apply standard indices. We
can use this procedure for distinguishing problems in
internal transportation and we use simulation instead of
standard indices to find places of high traffic. However,
first the current state of the system should be documented,
then the future state should be estimated.

In the next section, problem definition is discussed. Then, a
methodology is presented to solving the problem. Later
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section is about data gathering and then we show analysis
and results. Finally, conclusion is presented.

PROBLEM DEFINATION

As we told, increasing the capacity forces on logistics and
parts transportation system. If weak points of process don’t
distinguish, they will cause 112! problems.
One of the important ¢iains in parts transportation stages is
a chain that iransporis from warehouse to assembly
department (AD). In the chain, wvehicles wansport full
pallets 1o AD and back them empty o warchouse. Parts
transport by lift trucks inside the warehouses and ADs.
Armount of fransporistion in Uds chiain is high, Warehouses
are far from ADs. Because of complexity and high amount
of ‘transportation inside the factory, there are some
problems. If the production rate increases, these problems
will cause new problems. So origins of these problems
should be explored.

The case scope is as follows:

e We study on logistics sub-system and we don’t
investigate other sub-systems like “human resource”
and “information systems”.

e Process modeling is done to analysis transportation
between warehouse and ADs. To achieve this purpose,
first geographical scope is defined. See figure 1.

scope of the study

~-~—

suppliers receiving warehouse LA

feeding assembly
Figurel: Geographical Scope of the Case Study

e As fig. 1 shows, the scope is between warchouses and
logistics areas (LA).

¢ A kind of automobile and nine of its parts are selected as
a sample.



METHODOLOGY

In this paper, we want to predict the problems which will be
resulted of our future expansions in production rate. After
that we find the causes of the problem. Solving the problem
with respect to the causes and their precedence relations, we
define some projects to prevent consequences of this
development. However, we faco to a diagnostic and
improvement problem in the area of internal logistics
including layout and material handling system design.

Some famous procedures have been designed and

proposed to improve layout and material handling systems.
Among them, Apple (1977), Reed (1961), SLP (Muther,
1973), Nadler (1961) and Immer (1950) are most popular.
There are to overviews in these procedures:
¢ Designing from scratch, and
e Improving current situation.
In this case we face to improving current situation.
However, we can use form scratch procedures as a checklist
in order to diagnostic and finally improve the current
situation or future outcomes.

Simply, if we model the scope of our problem as a
graph, we can divide our investigations into to categories:
¢ Diagnostics in nodes including spaces like warehouses
and assembly lines: in these areas we have used some
standard indices in order to check efficiency of space
utilization in current space. So, first we should know
whether we use these space correctly. Second, will we
have any problem in future? If yes, is it rolated o a
problem our warehouse layout or space shortage? As an
instance, for one of the warehouse in the scope of the
case study we have:
o Total warehouse space: 5184 m’
o Total aisles space: 2836 m’
o Percent of spaces used as aisles: 2836/5184=
%54.7
o Dimensions of the largest pallet which move in
the aisles: 220 cmx120 cm = 2.64 m’
dimensions. Regarding to Tompkins et al.
(2003), %30-%40 allowance for this area is
acceptable. Therefore, first of all, our problem is
in wrong warehouse layout not in space
shortage!

¢ Diagnostics in edges including problems like traffic jam
or transportation problems: In these areas, we use
simulation modeling. For example, we gather
transportation system data in current situation and
simulate the system using the data. Next, having a
forecast in future situation, we update current data to
future data. Then we generate another model. After
running these two models and iaving comparison as a
result of a shmulation package, we can see the future
problems visually. As an instance, assuming
Greenshields' traffic flow model, we will have following
formulas (1) (Khisty and Lall, 1998):
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h=p, ety
k; 4, _k —k, (1
k, 6k, —k

Vo=V, r-22)

J

V1: mean speed in current situation;

V>: mean speed in future situation;

V,: mean free speed;

kj : jam density;

ki : Average density of vehicles in current situation;
k, : Average density of vehicles in future situation;
t, : needed time to travel in current situation;

1, : needed time to travel in future situation;

We use the formula to have a well prediction of future
events. As we see in the formula this relation is not
always linear. Based on these equations we can change
current data to future data. In this case we have used
ARENA (simulation software manufactured by Systems
Modeling Corp.) as a computer simulation tool with a
graphical user interface (Kelton et al., 1998). Using
Arena, users can model complex systems using the
available modules, blocks and elements available in the
ARENA templates using simple click-and-drop
operations into the model window. Examples of systems
that can be modeled are (Vamanan et al., 2004):
o manufacturing plants with people, machines and
transport devices,
o bank teller windows, ATMs, and deposit boxes,
and
o a computer network with servers, clients and
networking capabilities.

However, after running the models and having a
comparison between output results based on some attributes
like waiting times and queue lengths, we can visualize the
future problems and their intensity quantitatively.

DATA GATHERING

First the warehouses and ADs- that are related to sample
parts- were marked on a layout map. Second transportation
routs of each part were drawn. Then parts transportation
features were investigated. Results of this study are from-to
charts, flow frequency of parts between sources and
destinations, and parts transportation data. Some of these
results are shown in table 1 and 2.

Parts transportation data are (loading, unloading, waiting
and moving) times, distances, kind of equipment and kind
of container. The percentage of times — that is assigned to
different activities- for each transportation cycle is
calculated. For example, see table 3.

Other data that we need to analysis the case are: traffic
volume in crosses and routes that is presented in table 4 and
5 for nine sample parts.



Table 1: Distance From-to Chart between Warehouses and ADs

L.A. buffer
to | ware. | Ware. | ware. | ware. | ware. £ den. | dep. B " dep. | dep.
from | D | A | B | ¢ | B [EPEPEL 0 f g A
D dep. A
ware. D 1770| 1600
ware. A 125 1350 |1340( 1450
ware. B 125 970 | 1080
ware. C 1050
ware. E 360
L.A. of
dep. D 2130 125
dep. E 360 2130
buffer
of 1350 100
dep. A
dep. B | 1770 1340 970 125
dep. A | 1600 1450 1080 1050 100
Table 2: Time and Distance Data
transportat . times (min)
ion transl? ortatlton Distance (m) destination source No.
container equipmen waiting Unload. Trans. | Load.
F1 type
Pallet Truck 360 21 2 4 5 dep. E ware. E 1
F1 type
Pallet Truck 2130 6 2 6 5 L.A.ofdep.D| dep.E 2
. . L.A. of
trolley  [towing vehicle 125 1 3 3 7 dep. B dep. D 3
trolley  [towing vehicle 1050 1 6 8 10 dep. A ware. C 4
RE2 type |1 ok 1600 1 2 6 12 dep. A ware.D | 5
Pallet
RE2 type | ok 1770 2 2 8 5 dep. B ware. D | 6
Pallet
RES type buffer of
Pallet Truck 1350 8 15 7 9 dep. A ware. A 7
RES type . . buffer of
Pallet towing vehicle 100 1 1 7 2 dep. A dep. A 8
RE8 type |p, o 1340 2 8 7 9 dep. B ware. A | 9
Pallet
RE8 & RE4
type Pallet Truck 1080 1 4 8 7 dep. A ware. B 10
o Truck 970 2 4 6 7 dep. B ware. B 11
type Pallet

Table 3: The Percentage of Times that Is Assigned to Different Activities

art route Distance flow Cycle percentage of time
r[:ame d (m) amount time load it
sou. ¢s. (week) (mm) moyv. &unl. waiting
B el aais | 2000 |65 | 20% | 37% | 43%
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Table 4: Statistical Parameters for Vehicles Entrance to Crosses

C ¢ probability of dist. of .
Entr. dist. of entr. time car perc. | 2T PErCeMt | continuing the route ist. ol passing vehicle type
enter to cross time
N S W E
N 0.94 0.41]0.35(024 | TRIA(04, 068
fev passenger car
- |s 0.77 0.41 034|025 08)
g W 0.89 0-87 0.1510.54 0.31
5 : : : < | 06+LOGN(.0372, truck
0.71+0.831%* .0309)
E BETA(0.19,0.236) 0.88 0.2510.75
N 0.73 0.33 | 0.67 TRIA(é?)’ 068, passenger car
S 0.42 0.52 0.26 | 0.22
\\
~ L06+LOGN(.0372,
§ E 0.70 0.62 0.64 1 0.00 | 0.36 0309) truck
5 0.06+LOGN(0.357,
S 0.263) 0.30 0.85 0.15
L06+LOGN(.0372,
W 0.71 0.50 0.50 0309) truck
E
Table 5: Statistical Parameters for Vehicles Movement in Routes
. Distr. Of movement time
Routs | vehicle type .
(min)
assenger car Normal(0.7,0.1
route 1 P g (0.7.0.1)
truck Normal(1.4,0.1)
assenger car Normal(0.3,0.1
route 2 -2 g ©.3,0.)
truck Normal(0.6,0.1)
assenger car Normal(0.4,0.1
route 3 |- g (0.4,0.1)
truck Normal(0.8,0.1)
ANALYSIS AND RESULTS Table 6 shows output results of a comparison between

Using ARENA as a simulation software, the models run on a
PC. Figure 2 shows an example of ARENA output for

current situation of the case problem.

current and future situation based on some attributes like
average waiting time (minutes), average number of waiting
vehicles and percent of time when vehicles pass cross.

Project:
Analyst:

Identifier

ARENA Simulation Results

Run execution date : 4/ 4/2005
Model revision date: 4/ 4/2005

Server 2 R_Q Queue Tim .03529

Server 12 R_Q Queue Ti  .08634

Server 7 R_Q Queue Tim .00000

Server 3 R Q Queue Tim .06317

Server 13 R_Q Queue Ti  .00000

Server 4 R_Q Queue Tim .06348

Server 14 R_Q Queue Ti  .00000

Server 10 R Q Queue Ti  1.2349

TALLY VARIABLES
Average Half Width Minimum Maximum Observations
.00000 .66824 19087
.00000 1.2799 27847
.00000 .00000 82
.00000 .58578 30533
.00000 .00000 18320
.00000 .58105 26949
.00000 .00000 94
.00000 7.8823 200
.00000 .00000 150

Server 9 R Q Queue Tim .00000

.00163
.00543
(Insuf)
.00315
.00000
.00255
(Insuf)
(Insuf)

(Insuf)
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Server 5 R Q Queue Tim 2.3552

Server 15 R Q Queue Ti

.00000

Server I R Q Queue Tim .01498

Server 6 R_Q Queue Tim 13.116

(Insuf) .

.00000

9.3790E-04

2.7523

.00000

00000 17.711

.00000 .00000

36012

.00000 39.349

68

1152

10073

380

Figure2: An Example of ARENA Output for Current Situation of the Case Problem.

Table 6: Output Results of a Comparison between Current and Future Situation.

waiting time (minutes) average waiting time percent of time when
Cross | (traffic volume in time) | Increasing (mmptes) (trafﬁc volume Increasing vehicles pass cross Increasing
in # of vehicles)
no- Current Future pereentage Current Future pereentage Current Future percentage
situation situation situation situation situation situation
1 0.06317 | 030046 | %375.64 0.643 2.9086 %35235 | 0.68343 | 0.97422 %42.55
2 0.03529 0.19182 %433.55 0.22455 1.3806 %514.83 0.48185 0.81616 %69.38
3 0.08634 0.72709 %742.12 0.80152 6.3593 %693.41 0.70536 0.99805 %41.495
4 | 006348 | 032793 | %416.59 | 057024 2.8947 %407.63 | 0.65615 | 0.96554 %47.15
5 0.01498 0.05763 %284.71 0.0503 0.23979 %376.72 0.26865 0.49922 %85.83
We want to know about our future problems in advance
based on increasing the production rate in future. However,
with respect to standard indices and simulation modeling we
can find the problems area. After that, expert experiences
show priorities, correlations and precedence between these
problems. Finally, our investigations show that there are 15
original problems which are roots of all future problems.
Solving these problem and with respect to their precedence
we could be able to define 15 improvement project. In
Figure 3 these projects and their precedence relations are
shown.
et e g BSde R
e S BB ow
SE e B S W O BEE sk “owe g

Tlerns gtk

mow .
Figure 3: Project

s T it T B T e o T8 Pk T P T e % Mo T B T T Ban 5 At T Gt 0o 1 B T o DTk A AT %

:

s and Their Precedence Re
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These projects must be schedule and implement so that:

a.Precedence relations should be met,

b.Factory budgeting should be satisfied,

c.The project should be finished before starting future
expansion in production rate.

CONCLUSION

At the last stage, after studying the cause-and-effect
diagram and with simulation results, some projects were
defined to solve current and future problems. Time and cost
of the projects are different and depend on the problem that
will be solved.

The problems that they don’t have any precedence in the
cause-and-effect diagram, lead to long time and expensive
projects. But these projects will solve many problems
originally i a long fime, The problems that they aren’t
precedence for any problem in the cause-and-effect
diagram, lead to short time and less expensive projects. But
these projects will solve some problems temporary. Other
projects are in a state between these two states. The projects
are defined based on concentration in specific scopes that
are mside the factory. As we told, root of some prozacis are
beyond our study scope, defined projects are beyond our
study scope too.
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Last step is determining priority of projects, activities
definition, and time and cost estimation that leads to
projects’ Gantt chart. After defining the projects and
providing project mandate, priority between them are
defined and required resources are estimated.
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ABSTRACT

Supply chain planning requires some knowledge of the
future demand. This knowledge is often expressed by a
probability distribution or, to be more robust, by some
parameters that define a family of demand models, for
example the family of pdfs that share a given mean and
a given measure of the dispersion.

Beside the usually used standard deviation, we have
introduced another measure of the dispersion: the in-
termeans parameter and investigated the consequences
of this choice for the well known newsboy problem.

Furthermore, we have investigated the general prop-
erties of this new intermeans parameter, especially its
sampling distribution, in order to obtain intervals of con-
fidence from limited historical sales data. Closed form
expressions are given for Dirac and uniform distribu-
tions. In the general case, numerical simulations have
been run to obtain a better knowledge concerning this
parameter.

INTRODUCTION

The supply chain planning requires the definition of the
ordered quantity and the inventory level which optimize
profit. For companies which cannot build distribution
processes with a make-to-order strategy, these decisions
depend on the knowledge of the future demand which
is mainly expressed by a probability distribution func-
tion (pdf). In many papers, for example those related
to the well known newsboy problem (Scarf 1958), this
pdf is assumed to be exactly defined. In that case, the
optimal order quantity has a simple and elegant expres-
sion which can be extended to various situations such
as multi products environment with multiple discounts
(Khouja 1995), multi period sales and ordering, capac-
ity constraints (Voros and Szidarovszky 2001), or ran-
dom procurement delays.

However, this assumption can hardly be veri-
fied since the demand forecasting model cannot be
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easily validated especially for turbulent and wildly
changing markets: high competition between compa-
nies, customer volatility, unpredictable fashion trends,
high degree of diversity, and short product life cy-
cle.  This situation mainly has three consequences
(Douillet and Rabenasolo 2005a).

Firstly, it is difficult to conduct a real experiment for
the verification of the demand models. This experiment
would need a repeatable context. Secondly, the com-
plexity of the market or the economic context may lead
to the impossibility to verify various modeling hypothe-
ses such as ergodicity, independence, ...

Lastly, especially for make-to-stock industry and com-
merce, it is also impossible to quantify the actual de-
mand even afterwards. One can only observe the sat-
isfied demand materialized by a receipt or an invoice,
or observe that a stock-out has occured. When the in-
ventory becomes empty, a common situation is that one
cannot guess anything about the unobserved demand.

The impossibility to identify exactly this demand dis-
tribution function from the actual knowledge requires
more robust optimization methods which are addressed
by a min-max search in the expected gain.

In the min-max optimization, the primary hypothesis
on the knowledge of the demand probability distribu-
tion function is reduced to the knowledge of fewer pa-
rameters that define a family of demand models. As a
prerequisite, we assume that the mean demand is rea-
sonably detected and identified by the statistical anal-
ysis of past sales data. Then, the min-max method
looks for the decision which maximizes the minimum
given criterion for a family of models F, defining the
“least bad” decisions. Following the method introduced
by (Scarf 1958), many papers (Gallego and Moon 1993,
Yue, Chen, and Wang 2006) have studied the optimal
order for the family F (u, o) of pdfs that share the same
mean g standard deviation o.

Recently, from the consideration of a new expres-
sion of the cost of uncertainties, we have introduced
(Douillet and Rabenasolo 2005b) a new measure of the
dispersion, the intermeans parameter ¢ (cf. (7) and Sec-
tion 4 in the present paper). And we have shown that
the optimal decision differs from "the Scarf’s rule" when
the min-max method is applied to the family F (u, d) of



pdfs that share the same mean p and intermeans pa-
rameter 9.

In this context, we have undertaken a comparative
study of the properties of both this new measure of the
dispersion (0) and the usual one (¢). Among the prop-
erties investigated, the sampling distribution of ¢ has
been studied, in order to provide some confidence levels
from limited historical sales data.

Closed form expressions have been obtained for the
"two Dirac’s" and uniform distributions. For the general
case, we have conducted numerical simulations in order
to compare the behaviors of the estimators of both o
and 0. Interesting directions for future research have
been obtained.

ORGANIZATION OF THIS PAPER

The rest of this paper is divided in two Sections and a
Conclusion. In Section "Min-max and newsboy model"
the reasons to study the intermeans parameter are given.
The first subsection describes the newsboy problem and
introduce our notations. A new formula for the cost of
uncertainties will be given that introduces the param-
eter §. The second subsection recalls the (Scarf 1958)
results concerning the family F (i, o). The last subsec-
tion shows that considering the family F (u, ¢) leads to
very different conclusions.

In Section "intermeans parameter properties" , this
parameter is studied per se. The first subsection shows
that  is another measure of the dispersion. The second
subsection compares § with the usual measure, namely
the standard deviation o. The last subsection deals with
the sampling distribution of §. This is a key result since
it must be shown that ¢ can be extracted from historical
data at least as well as the usual o.

The paper ends by a concluding Section, that sum-
marize our results, followed by a short bibliography.

MIN-MAX AND NEWSBOY MODEL

The purchasing problem is stated as follows: assuming
a given knowledge of the future demand, the decision
maker has to buy now a certain quantity of products
in order to maximize his revenue during a future sales
period. Because of the short life-cycle of most of the
textile products, we suppose that there is no opportu-
nity to correct any error that he may have made on this
order quantity. As an illustration, the procurement de-
lay for a fabric may be about three months, while the
logistic and transportation delay may range from one
to three weeks or more for relocated industries. In that
case, the purchase decision should be taken about four
months before any sale. Any error cannot be corrected
if this sales period is of three months (one season). In
order to get a higher comprehension of the phenomena,
we will simplify the problem and illustrate it by the very
simple newsboy model.
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Description of the newsboy problem

Let us consider what is known as "the newsboy prob-
lem" and use the notations of (Scarf 1958). We have the
opportunity to purchase now an amount y of some good,
at unitary cost ¢ (regardless of the quantity purchased).
It is assumed that the future demand distribution is ex-
actly known by its cumulative density function ® (£),
that the future unit selling price r is known and inde-
pendent of the number sold and that non sold units are
discarded. We have not considered the possibility of a
salvation value s, because the only modification is to
transform ¢, r into ¢ — s, r — s.

When the actual £ has occurred, the gain is given by
G (y, &) = r min (y, ) — cy. At ordering time, we have
to consider its expected value: G (y, ®) = E (G (y, £)).
Defining, for a given y, the overflow probability 8, the
"lower mean" £ and the "upper mean" £ by:

0, = Pr ({>y)
s =EEIE>y) 5 §=EE[{<y)

and comparing with the naive value G = G (1, ), where
= E(£), we obtain:

@—G(y, Q) =
(1_934)(@_5;)0"'93/(;_9) (r—c) (1)

Since_everything in this formula is positive, the quan-

tity G is an upper bound for G (y, ®) and G — G (y, P)

appears to be the cost associated with the choice y.
The usual criterion used to determine the optimal

value y* is to minimize this cost. Derivating G (y, ®),

we obtain the condition r [ d®(£) — ¢ = 0, i.e. the

Yy
well known:

C

Dy =1-° 2)

In other words: when @ is known, the best quantity you
can buy depends on the profitability of the product and
is not the expectation of the demand. Reporting (2) into
(1) leads to the following expression (where * is used as
index instead of y*):

GGy ®)=0.(1-0,)E ~€)r.  (3)

This expression gives the cost of uncertainty, i.e. the
cost that remains even when we adopt the best decision.

Min-max solution for F (i, o)

The best order decision must be analyzed under vari-
ous weaker hypotheses than an exact knowledge of the
distribution ®. For example, it can be assumed that
the mean demand is identifiable with enough precision,
and that, additionally, some measure of the dispersion
of the demand is also identifiable. In such a condition,
various families of demand pdfs need to be investigated.



The determination of the optimal decision becomes a
min-then-max problem, where the objective is to opti-
mize the gain for the worst case over a family of demand
models, in order to guarantee a lower bound for the ex-
pected performance. In other words, we solve:

G" =Gy, ) = max min G (y, ) (4)

The founding result given in (Scarf 1958) addresses
the case where the standard deviation o is known (to-
gether with the mean w). The key fact is that, over
all distributions ® sharing the given values of u, o, the
worse case for a given y is ever a "two Dirac’s" distri-
bution. Therefore the best decision against the whole
family F (p1, o) can be obtained by taking into account
only these distributions, leading to the solution:

it e/r > (1—1—02/u2)_1

then do nothing : y* =0, G* =0
o= pto(/2—0)/er—0)

else (5)
G" = u(r—c)—ove(r—oec)

It can be noticed that, in the "two Dirac’s" case, either
& =¢° or & = &%, while the condition on ¢/r is needed
to ensure £° > 0.

A graphical proof of this result against the
F (u, o, Dirac) family is summarized in Fig. 1 (drawn
using p = 1000, o = 600, (r —¢) = 10 and ¢/r = 5/9).
All the curves 6 — G (y, ®p) corresponding to the dif-
ferent values of the ordered quantity y are going through
the same point, whose abscissa is 8 = ¢/r. More
precisely, all these curves are made of rectilinear and
"parabolic" pieces and all the complete "parabolas" are
going through this same point. Therefore, the best de-
cision is the y whose curve admits this special point as
its minimum.

8000 |

3292 |

T
0 0 5/9 0.73

Fig. 1: Playing against F (u, o, Dirac)

Min-max solution for F (p,d)

Knowing that p = E(£) is not the optimal decision,
we can nevertheless examine what happens when this
choice is taken. By the definition of the mean, we have
Vy 1 0,&, + (1 —0,)& = pu. Using this expression in
(1), we obtain the "cost of mean" formula:

G—G(,u,@):rxeﬂ(l—%)(z—Z) (6)
It can be seen that p and y* are the only two values of
y for which the "cost of choice" (1) can be written this
way. Obviously, the "cost of mean" is an upper bound
for (3). Being independent of the cost to price ratio,
this bound is of interest and places the focus onto the
quantity 9, later referred as the "intermeans parameter"
and defined by:

5i0#(1_9#)(ﬁ_£ﬁ) (7)

A strange result is as follows. Fig. 2 shows what hap-
pens when playing against the family F (u, d, Dirac)
of all the "two Dirac’s" sharing the same values of the
mean and the intermeans parameter. When drawing
the curves 0 — G (y, ®p), the "parabolic" parts are
now straight lines but, here again, all of them are go-
ing through the same point whose abscissa is 8 = ¢/r.
Therefore, the robust decision is no more given by (5)
but by:

if 1 — é < ¢ donothing : y* =0
r
c . 1) (8)
it —<1—-— Yy =u
r 0

In other words: if you consider that (p, 0) is the right
way to summarize your knowledge of the demand, then
the robust order against all the two Dirac’s distributions
is nothing but the mean (unless the product is so few
profitable that doing nothing becomes better).

T
5/9 0.7

Fig. 2: Playing against F (u, 0, Dirac)



INTERMEANS PARAMETER PROPERTIES
A measure of the dispersion

The intermeans parameter has some similarity with the
interquartile range, where one subtracts the median of
the left hand part from the median of the right hand
part, both parts being separated by the median of
the population. Here we use the means and subtract
the mean of the left part from the mean of the right
part, both parts being separated by the mean of the
population, the result being afterwards multiplied by
6, (1 —6,,). Therefore § appears to be a measure of the
dispersion of the distribution.

From now on, all 6, £, &* are relative to the mean,
and subscripts will be omitted. It can be seen that p —
& -6 =060/(1—-0) and —p+ & -0 =4d(1-0)/6.
Therefore, the points 1+ § are ever situated as in Fig. 3
and the relation zy = 62 holds.

X ) ) y

p+d &

Fig. 3: Meaning of 0 : the zy = 62 property

Relations with the usual standard deviation

Since using d to describe the dispersion seems to be new,
we have undertaken a comparison between this param-
eter and the usual one, namely the standard deviation
o. For any distribution, we have:

d<+O0(1-0)o

equality occurring only for the two Dirac’s distributions,
i.e. those defined by Pr (€ =&°)+ Pr (§£=¢*)=1.In
Tab. 1, the ratio §/o is given for various distributions.

distribution d/o
o (exact) (approx)
two Dirac’s 0(1—106) 0---05
lognormal <1/V2r7 0.---0.399
uniform V3/4 ~ 0.433
triangular || 1/v/6 --- 8v/2/27 | 0.408 --- 0.419
normal 1/vV27 ~ 0.399
exponential 1/e ~ 0.368

Tab. 1: Comparison between § and o

It could be noticed that the ratio § /o is quite the same
for all triangular distributions, whatever their skewness.
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For the lognormal distribution, the ratio § /o varies. For
the wildest ones, i.e. for ¢ — oo, one has /0 — 0.
But, in the practical cases, i.e. when the demand has
only one chance over thousand to go outside the interval
[14/10, p x 10], the relation 0.333 < §/o < 0.399 holds.

Sampling properties

In order to extract ¢ from historical data, the sampling
distribution of this parameter must be described, and
compared with the sampling distribution of the variance.
Let w be a n-sized sample, obtained by n independent
random drawings from the distribution &.

It is well-known that s = var(w) is biased, while
S§% =52 xn/(n—1) verifies:

n —

1 -3
E(S%) =02 ; var(SQ):ﬁ<M4—” 104>

where M}, is the fourth centered moment. Defining
nscv (5?) as n times the squared coefficient of variation
of the estimator S, we obtain:

nscv(Sz):%—l—i—nL

— ()
We haven’t yet obtained such general formulae when es-
timating the intermeans parameter. Let us now describe
our partial results.

The first point is that the quantity d = § (w) is well
defined, even if some points of the sample are near or
equal to the sample mean m. If it happens that x,, = m,
you can split at will z,, into a "left part" and a "right
part" according to x, = a(m 4+ 0)+(1 — «) (m — 0) and
ever obtain: d (w) = d(w\ {x,}) x (n—1) /n.

Exact results have been obtained for the "two Dirac’s"
and the uniform distributions. They are given in Tab. 2.
The first relation E (d) < § was expected since a limited
sample is unlikely to catch all the dispersion of the pop-
ulation (for the same reason, E (52) < ¢?). But now, the
bias depends on ® and an unbiased estimator D cannot
be obtained in a "distribution free" manner.

o D/d nscv (D) nscv (5?)
Dirac’s | 5 ﬁ — 4+ % idem
: 1 2/3 4 2

unif. | S S+ g 5Tt

Tab. 2: Exact Sampling Properties

The second relation shows that the uncertainty
around ¢ decrease in 1/4/n since var (D) = Cte/n +
O (1/n?). This mimics the well known behavior of the
sample estimators for both the mean and the variance.
For others distributions, direct computations aren’t so
easy and, at the present moment, only results obtained
by simulations are available.



For cach ® of Tab. 3 and each of the four sample
size n = 4,7, 10, 13, we have drawn N = 1600 ran-
dom samples. For each sample, the quantities d and
S have been determined. Then E (d) and var (d) have
been estimated from the N obtained values, leading to
an estimation of n x var (d) /E (d)*. For the Gaussian,
we have obtained respectively 0.739, 0.662, 0.606, 0.593
and have summarized the results as ~ 0.6. The same
has been done with S, while the values given (in the last
column) for nscv (52) are proven results. For the log-
normal distributions, the results depends on the shape
parameter K (here K = /2 has been used).

o nscv (d) | nsev (S) | nscv (S?)
unif. ~ 0.4 ~ 0.3 % + nzl
gauss ~ 0.6 ~ 0.5 2+ "31

exp | ~15 | ~LT | 8+ -2

log ~1.5 ~ 1.7 ~ 10

Tab. 3: Properties Obtained by Simulation

In any case, it appears that bias is O (1/n) i.e. is a

second order effect compared to the O (\/ 1/ n) uncer-
tainty and that d doesn’t behave worse than S.

CONCLUSION

In this paper, we have shown that the best decision for
the newsboy problem depends heavily on the choice of
the dispersion measure. The "Scarf’s rule” follows when
assuming an exact knowledge of the variance, while an-
other strategy follows when assuming an exact knowl-
edge of the intermeans parameter 4.

Thereafter, we have studied the relations between o
and o and have shown that 0.3 < §/o < 0.5 for all
the distributions of relevance when modeling the supply
chain. Moreover, we have studied how this new measure
of the dispersion can be extracted from historical data
and have shown that the estimator d doesn’t behave
worse than the estimator S.

Further work must be done in order to obtain more
exact results concerning the sampling distribution of §.
In particular, obtaining distribution free bounds for the
bias and the dispersion of d would be useful.

In any case, the exact identification of reduced param-
eters concerning the demand models seems to be ques-
tionable, and a description using larger families of pdf
with confidence intervals such as F (p + Ap, 0 £ Ao) or
F (p £ Ap, 6 £ AJ) seems to be the way of a robust de-
scription of the problems to solve concerning the supply
chain.
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ABSTRACT

This paper presents the design, development and
application of a simulation-based methodology dedicated to
the assessment of B2B e-commerce introduction within
manufacturing systems. A two-stage approach is presented:
the first stage aims at predicting the evolution of the e-
commerce activities through the identification of electronic
market characteristics and their possible evolution
scenarios. The second stage is dedicated to the evaluation
of logistic performances of industrial systems by means of
discrete event modelling and simulation. The proposed
approach has been developed, tested and integrated in a
commercial software named VISIONeS. In this paper, the
methodology is pointed out, highlighting the benefits of the
approach supported by the VISIONES decision support
software. The model structure and the features of the latter
arc presented with brief implementation results.

INTRODUCTION

The e-commerce share is still growing at a fast pace,
proving that it cannot yct be considered as a mature activity
and that it is thus far from having reached its steady state
potential. Moreover, predicting e-commerce potential is
difficult as proved by the large differences characterising
the c-commerce diffusion predictions provided by the
organizations in charge of monitoring its evolution
(Gurunlian and Zhongzhou 2001). Business-to-Business
(B2B) e-commerce accounts nowadays for more than 80%
of the overall transacted ¢-commerce monetary value and it
is expected to grow faster than Business-to-Customer
(B2C) e-commerce even in the next future (Scupola 2002).
The magnitude and the criticality of the potential changes
faced by companies dealing with the introduction of a B2B
e-commerce strategy require a clear understanding of the
market demand modifications induced by e-commerce
adoption. The choice of a multi-channel sales strategy,
where clectronic-enabled sales channels (e-sales channels)
are used to support or partially replace the traditional sales
channels, seems promising both in terms of sales and
revenue increase. According to Roland at al. (Roland et al.
2000), an integration of traditional and e-sales channcls can
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increase sales up to 30% to 40%, while lowering cost per
revenue by up to 10% to 15%. However, the modifications
of the wvalue adding chain required by e-commerce
introduction should be carcfully estimated because they can
critically impact on the company performances.
Furthermore, the choice of an adequate e-sales strategy is a
complex problem due to the wide variety of possible
solutions and to the difficulty of correctly assessing
customer choices. A high degree of uncertainty and
heterogeneity characterises the reactions of customers faced
to e-commerce. This is illustrated by the uneven utilization
of online purchasing across different industrial scctors
(Selhofer 2004). The complexity and uncertainty
characterising the e-commerce landscape require the
development of decision support systems that can help to
quantitatively predict the e-sales cvolution; they must
simultaneously take into account the characteristics of the
chosen e-strategy, the targeted customers and the offered
products. Actually, the demand pattern faced by a
traditional seller can be heavily modified by e-commerce
introduction, both considering the overall sales turnover, as
well as the characteristics of the customer order flow. Tarn
(Tarn et al. 2003) states that, dealing with a broad customer
base composed of highly volatile and exigent customers,
increases the demand uncertainty and the complexity of the
fulfilment processes. E-commerce introduction tends to
increase the number of transactions while reducing the
order size. Furthermore, the variability and unpredictability
of the demand parameters also increase. The “convenience
and asynchronous shopping” provided by e-commerce
utilisation can also modify the short term distribution of the
transaction arrivals, with many orders concentrated at the
end of the day, endangering the performances of the
traditional fulfilment practices (Iliev et al. 2004).

The weak point of many e-commerce enterprises is
constituted by the poor performance of the processes
needed to produce and deliver goods and/or services
purchased on the web. Unfortunately, neither the
consequences of marketing practices on the demand
function nor the cffects of customer requirements on the
supply side have been sufficiently taken into account in the
analysis of e-commerce introduction and deployment.
Thus, the main e-commerce challenges are linked to the
business processes and supply chain modifications required
to ensure a satisfactory customer service and order
fulfilment.



In this paper, we develop a global approach that provides,
on the one hand, a quantitative predictions of the potential
e-commerce demand evolution and, on the other hand, an
evaluation of the potential consequences of e-commerce
introduction on the value adding chain performances.

EVALUATION SYSTEMS OF B2B E-COMMERCE

Several studies have been dedicated to the analysis of B2B
e-commerce. Often, they are mainly qualitative or limited
to the description of benchmark case studics and/or to the
overall ICT monitoring. The transaction costs reduction
experienced by e-customers is considered as one of the
main drivers of e-commerce adoption (Evans and Wurster
1999). The literature contains several descriptions of
innovative e-commerce business models, but neither the
variables to take into accounts nor the procedure to follow
in order to choose the most appropriate e-business models
arc clearly identified and described. The cxistence of well-
known e-commerce benchmarks (O’Sullivan et al. 1998)
has focused a lot of interest to case studies. The results of
these case study analysis allow to establish a first draft of
the c-commerce success factors. Morcover, they provide
some qualitative elements for evaluating the impact of the
various innovative business models on company
performances. However, the solutions developed on the
basis of case studies could be useless for future applications
because they are specific to a given market environment
and a specific point in time.

The necessity to identify all e-commerce success factors
with their relative importance, ensuring that they can be
applied in a general manner over a broad range of market
environments, has motivated several works. The
characteristics of products and services proposcd via the
Web significantly influence the success/failure of e-
commerce initiatives (Hunter et al. 2004; Kyang et al.
2000; Liu et al. 2004). The relationships between customer
characteristics and e-commerce adoption have also been
pointed out in various works concerning B2B e-commerce
(Liu et al. 2004; Selhofer 2004). This is confirmed by the
particular attention with which customer-oriented indicators
arc gathered and analysed with the aim of assessing
customer e-commerce readiness (Gurunlian and Zhongzhou
2001; Seclhofer 2004). These works constitute another
important field of e-commerce research. They provide an
estimation of the ICT infrastructure development and of the
e-commerce evolution (quantitative description and
prediction).

So far, another important factor of B2B c-commerce
success has retained less consideration in the scientific
literature, namely the characteristics of the implemented
electronic sales channel and their performance in terms of
customer utility. For this reason, cvaluation of the
importance of various e-sales channel characteristics, such
as purchasing process modifications, available e-services
and customer adoption efforts has been made (Canetta ct al.
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2004). These authors propose a method to integrate the e-
sales channels functionalities and features into a global
cvaluation system, based on the conjoint analysis
technique. Other interesting results come from the
comparison of the cost structure for traditional and e-
commerce sales channels. Strader and Shaw (Strader and
Shaw 1999) identify the costs that buyers and sellers should
take into account and they compare their entity with respect
to the nature of the served markets. This allows sellers to
select the most appropriate channel to compete in different
markets. Their empirical results show that there arc
economic incentives, for all the entities of the demand &
supply chain (consumers, product/service provider and
commercial transactions intermediaries) to be engaged in e-
commerce. More recently, Iliev (2004) ecvaluated the
transaction cost saving potentials of different electronic
enabled sales and procurement channels in a B2B
environment. The evaluation is made taking into account
the uncertaintics about the degree of online adoption
(defined as ratio between the number of online transactions
divided by the total number of transactions) which are
introduced considering various e-commerce adoption
scenarios. However, the works on cost structure
modifications have been mainly focused on the
administrative and, to a lesser extend, on the logistic
processes. A more comprehensive evaluation taking also
into account the potential disruptions suffered by the
production activitics is still missing.

All of these works focus on specific aspects of e-commerce
and thus, even if they point out useful information, they do
not provide an overall evaluation of its impact on company
performances. A first answer, taking into account the
complex interdependencies and causal relationships among
the different business factors influenced by e-commerce
introduction, is given in (Komiya et al. 1998). Komiya ct
al. apply a qualitative simulation approach to assess causal
relationships in intra-organisational problems. The research
focuses only on costs reduction and return on investments
and allows a preliminary cvaluation of B2B e-commerce
impact by means of qualitative simulation and scenario
generation. However, this approach should be further
deepened in order to embrace a more quantitative
cvaluation and to integrate the value adding chain
performances with cost assessment.

The previous results provide many interesting findings
about the e-commerce specificities that are integrated in the
proposed approach. Its objective is to provide a framework
and to develop a method allowing a more detailed analysis
of the e-commerce demand modifications and the
estimation by simulation of its impact on company
performances, with a particular attention devoted to the
production system and its management rules.

PROPOSED APPROACH

The proposed approach for investigating the impact of e-
commerce adoption on industrial performances is



structured in two parts (Figure 1). The first stage, the
market analysis module, consists of a prediction model for
the cstimation of the market demand through the new
electronic channels. The second stage is a simulation
module for industrial production systems, which estimates
the performance changes due to e-commerce adoption.
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Figure 1: Adopted approach for measuring e-commerce
impact on industrial performances

The market analysis module: e-marketing

The market analysis module is based on a three-phase
process. In the first phase, a detailed analysis of B2B c-
commerce activities is undertaken in order to identify the
factors having a significant impact on e-purchasing
adoption. The identified factors, called in the following
sections e-commerce success factors, comprise:

- the product analysis: nature of the transacted
products or services via the electronic sales
channels,

- the customer behaviour: characteristics of the
targeted customers for a given company,

- the e-sales channels: characteristics
available e-sales channels,

- the features of the sclling company in terms of its
brand perception.

of the

A detailed explanation of the magnitude and the direction
of the influence of cach of these factors is provided relying
upon various established theories, such as Transaction Cost
Analysis (TCA), Technology Acceptance Model (TAM)
and Diffusion Of Innovation (DOI). The results of this step
provide a qualitative understanding of the reasons for the
large differences observed in the willingness to adopt e-
purchasing by industrial customers.

The sccond phase aims at complementing the previous
qualitative information with the analysis of quantitative
data related to e-commerce adoption. B2B e-commerce
adoption, for various industrial sectors, is then modelled
relying upon the Bass innovation diffusion model. The
application of the Bass model allows to estimate the values
of three innovation diffusion parameters: the
potential/saturation level, the coefficient of innovation and
the coefficient of imitation for cach industrial sector. As a
result, the salient differences among industrial sectors in
terms of e-commerce saturation level and speed of adoption
are pointed out.
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The third phase consists of a rule-based Decision Support
System (DSS) that can predict c-sales cvolutions for
companies adopting e-commerce; it takes into account the
targeted customers, the offered products and the provided
e-sales channels. The identified e-commerce success factors
arc the input values of the DSS. The estimated parameters
of the best fitting model, calculated on the basis of the data
about B2B e-purchasing adoption, constitute the output of
the DSS. In this way, a relationship is created between the
description of a specific case, in terms of ec-commerce
success factor values, and the e-purchasing adoption
behaviour, represented by the values of the innovation
diffusion parameters. The e-marketing module allows then
to:

- elicit the interactions between the different e-
commerce success factors;

- link a specific configuration of e-commerce
success factors to the correspondent e-purchasing
adoption profile;

- model, relying upon innovation diffusions models,
the e-purchasing adoption profile and specify the
sct of quantitative values that better describe e-
purchasing patterns.

The logistics simulation module: SimFab

The information on the e-commerce potentials, prediction
of the future electronic market demand, is combined with
the demand stemming from traditional sales channels,
taking into account the cannibalisation phenomenon, in
order to calculate the so-called hybrid demand. The latter is
the input to the logistic simulation program, which consists
of a modelling and simulation software for discrete supply
networks. Indeed, the simulator SimFab, designed,
developed and coded in Java language allows a flexible
modelling of production systems, considering different
possible performance indicators such as the inventory
levels, stocks and production costs and service levels with
respect to customer demands. A simplified UML-class
diagram of the module is shown in Figure 2. It highlights
the dynamics of the software when applied to the
evaluation of performance indicators of production
systems. The motivations for the creation of SimFab are
related to the observation made on the existing simulation
tools. In fact, in most simulation programming packages,
the models are designed with the help of a graphical user
interface (ProModel, Arena, etc.). This approach is optimal
for small and simple models but not appropriate for more
complex systems often found in manufacturing
environments. Therefore, most of the model logic has to be
implemented in the programming language that supports
the simulation package. Unfortunately, most of these
programming languages are characterized by proprietary
language features and poor support of modern object-
oriented programming practices. Simulators without
graphical user interfaces arc based ecither on general
purpose programming languages like C++ (Sim++) or
JAVA (PSim/Java) or on proprictary programming



languages (QNAP). These simulators are more suitable for
complex models but their major drawback is that their logic
is often based on a quecucing-network concept. These
characteristics of existing simulator packages increase
considerably the coupling between the different subsystems
(Production Planning and control method and production
system) of the modelled manufacturing system, leading to a
rigid simulator. This problem is solved in SimFab by
implementing a communication protocol between the
different subsystems, based on the current states of the
objects rather than on concrete messages sent between
them. Compared to conventional simulation software, the
simulation module SimFab, integrated in VISIONeS
presents several advantages:

- integration of the different templates of production
planning and control strategies: Material Resource
Planning (MRP), Kanban techniques, Inventory
Control and Double Speed Single Production Line
(DSSPL) (Stagno ct al. 2000) on the same
modelled production system. This can lead to a
realistic modelling of supply networks with
heterogeneous production planning and control
strategics,

- direct integration of design of experiments in the
models, considering two possibilities: Monte Carlo
simulation and factorial plans,

- open source development based on free and
standard platforms; Java for the core code and
XML for interfaces, external information
exchanges and for configuration of supply
networks and production systems,

- direct communication (Input/Output) with Excel
files, thus automatically building report files and
plotting corresponding graphs when desired.

With these features, linking the e-marketing module to the
simulation one is simple. The hybrid demand (including
different success or failure scenarios) resulting from the e-
demand prediction is considered as the input to SimFab and
the performance indicators of the considered supply
network are evaluated for the different hybrid demand
scenarios.

DEVELOPMENT AND FEEDBACK

The overall approach for the evaluation of e-commerce
impact on industrial performance is developed in C-sharp
(ISO/CEI 23270), which is an object-oriented programming
language, compatible with the Java-based SimFab
simulator and supporting XML as file exchange standards.
In addition, C-sharp can support graphical user interfaces
with respect to requirements from marketing and logistic
users (Figure 3). As the information needed are gathered
from different company departments (marketing, sales,
production, purchase...), a database has been designed and
developed around MySQL database to host these
informations and those stemming from the simulation
results. In addition, a web-based questionnaire, aiming at
retrieving the real objective information from the customers
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and using the conjoint analysis technique, is integrated into
the e-marketing module (Canetta et al. 2004). This
interface, accessible from the web for identified customers,
allows via proposed scenarios, taking into account the B2B
e-commerce key factors, the identification of customer
wishes and constraints that are used to elaborate the B2B e-
commerce adoption scenarios.
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Figure 2: Design of the simulation module using UML
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Figure 3: Some aspects of the graphical user interface of
VISIONeS

The software in the early status of prototype has been
installed and tested in two Swiss manufacturing companics.
These companies have different management and
information systems. Feedback from the implementation is



twofold. It has been observed firstly, that people in these
companies have some difficulties to grasp the goals of the
software, as this latter is horizontally integrated in various
company departments. Secondly, for the enterprise that
uses the e-marketing module, customers, that should use
the proposed web-based conjoint analysis tool, are reticent
to the use of internet to communicate sensitive information
such as the importance of the relationship or the purchased
volume of products, thus leading to trust problems between
suppliers and customers.

CONCLUSION AND PERSPECTIVES

The achieved work on the development of an approach
linking e-commerce to logistics has lead to the design,
development and commercialisation of the VISIONES
software. Compared to some existing, market-oriented or
information-oriented  software, the presented work
highlights modelling and simulation concepts as the major
contributions to answer the question of the influence of e-
commerce adoption on industrial performances. The
approach, supported by the software, can be used for
different purposes:

- supporting the choice and deployment of a
coherent e-commerce sales channel strategy,

- modelling and predicting the hybrid market
demand,

- identifying the potential effect of demand pattern
modifications on enterprise and supply network
performances,

- developing risk analysis and alarm tools for
decision support in the design, management and
parameterisation of supply networks.

As the approach presented in this paper has only covered
discrete manufacturing market segments, it needs to be
extended and validated to other industrial and service
sectors, such as the process industry and warehousing. On
the technical side, the software has to be further improved
regarding its security level, insuring a more sccurc
transmission of information from customers to suppliers.
This can avoid serious trust problems.
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ABSTRACT

Achieving high performance depends not only on using
faster hardware device but also on improvements in
architecture and processing techniques. With the large
growing numbers of applications and users, the exchange of
the information is also increasing. Existing Ethernet
systems have been investigated to see the effective
utilization of the system to obtain higher performance with
setting minimum changes. This study presents a detailed
simulation study of an Ethernet system under different
types of statistical distribution methods such as
Exponential, Poisson etc. The experiment is mainly
concentrated on maximum utilization of the system in a
minimum delay time with a less number of collisions. The
experimental results show the most effective and less
effective parameters to the performance. A Correlation
factor is introduced to understand the interdependence of
the different parameters of the Ethernet. The study
compares the different traffic outputs under different
statistical distribution methods.

1. INTRODUCTION

One of the most widely used implemented LAN standards
is an Ethernet system which is connecting computers within
a building using hardware [E.J Coyle, B. Liu, 1983,1985].
It has the ability to support a wide varicty of distributed
computing environment and typical applications. Today
with the efficient communication protocols, it is capable of
high loads giving a high speed. Analytical studies have not
been able to model the function of Ethernet’s truncated
binary exponential backoff algorithm, which also
determines the protocol behavior in a high network demand
regime. Therefore, the only feasible way to study the
characteristics on a Local Ethernet in an accurate fashion is
by simulation [Speros A. 1992, IEEE 1985, Guy T.A and
Edward D.L.May 1979, Edward D. John Z, Willt Z,1986].

A detailed simulation model has been developed which
follows the details of the Ethernet protocol on the
Equidistant-Star topology [Speros A. Feb 1992, GPSS
2001]. The study performed simulation for the low cost and
simple 10Mbps Ethernet system. Other advance Ethernet
can also be done simulation in this same fashion. In order to
verify the accuracy of this model, the simulator is set up to
represent a real time system for which sufficient details are
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available in the literature and compared the simulation
output to previous published results. The model is based on
original Ethernet papers of Boggs [Robert M.M and D.R
Boggs, 1976, D R. Boggs, J.C. Mogul 1988] and simulation
model of GPSS world [GPSS 2001]. Different sets of
simulation have performed using this model and reported
the cffective parameters with their optimized values.

The section 2 describes the Ethernet Simulation model and
its parameters. In section 3, detail reports of the simulation
system under exponential distribution method are given. In
section 4 another detail of simulation of Ethernet under
Poisson distribution method is given.

2. ETHERNET MODEL AND ITS PARAMETERS

This simulation focused on Maximum Ultilization percent,
in less average delay time with less numbers of collision or
crrors. The objective of the work is to report simulation
results of a network system considering all performing
parameters together under different statistical distribution
methods. Interdependence of these parameters is also
established by defining an interdependence factor between
parameter values. The major system components are the
workstations and the network. The workstations are
responsible for providing the necessary processing to the
data units and for organizing them into frames for
transmission over the network. The frames or messages are
processed under some distributed statistical methods. One
of the Primary concerns in the network design is its
topology which plays an important role to the system
performance. This model follows a star topology where
each node is equidistance from each other.

2.1 Simulation Model

The study is based on initial Ethernet study of Boggs
[Robert M.M and D.R Boggs, 1976, D R. Boggs, J.C.
Mogul, 1988] and simulation model of GPSS world [GPSS
2001]. In this, the messages are arrived exponentially as
short or long. Each Node on the Ethernet is busy with a
single message until it is sent. A Node is sclected and held
for the duration of message transmission and for any
collision. A node gets free either in two ways: a) after
sending the assigned message on it, and b) after declaration
of a permanent error. Time is taken in units of milliseconds
(ms). Nodes are presumed to be 2.5 m apart. The node 1D
numbers are used to determine the separation distance
while calculating the collision window. The propagation
delay to an adjacent node is 0.01 ps(microseconds). The
signal propagation delay prevents nodes from having
simultancous knowledge of cach other. Each bit is



transmitted in 0.1 ps. The interframe gap is modeled by
having the sender hold the Ethernet for an additional delay
after it has sent its message. The messages are represented
by GPSS Transactions. The study has taken 1000
transactions. Nodes and the Ethernet arc represented by
GPSS Facilities. An additional Facility is used during
jamming to prevent the startup of any new messages. The
collisions are represented by removing the transmitting
transaction from ownership of the Ethernet and sending it to
a back off routine. The new owner jams the Ethernet briefly
and then goes through the back off, itself. When a
transaction's message is being sent, the transaction has
ownership of the Ethernet Facility at priority 0, and can be
preempted by transactions that are at priority 1. When a
Transaction is jamming, it has ownership of the Ethernet
Facility at priority 1, and is never itself is preempted.

2.2 Ethernet simulation model parameters

The values of typical Ethernet model parameters are given
in table 1. The ‘node count’ is number of workstations used
in an Ethernet system and initial value is set to 100. Inter
message time is the average global time between arrival of
two immediate messages and is set to 1 (milliseconds).
Minimum (short) messages and Maximum (long) messages
are the two different messages that are produced by the
applied distribution rules. The value of Minimum messages
is 512 bits and the Maximum message is 12144 bits.
Fractional short messages arc the short message arrived in
parts per thousand messages and set to 600.

divided up into discrete slots. To accommodate the longest
path, the slot time has been normally set to 512 bits times
and is managed by the BRAP (broadcast recognition with
alternating priorities). After the first collision, cach node
waits cither 0 or 1-slot times before trying again. In gencral
after i collision, a random number between 0 and 2! is
chosen. However after 10 collisions have been reached the
randomization interval is frozen at a maximum of 1023
slots. But after 16 collisions the controller reports failure
back to computer. Jam times are taken as 32 bit times. The
back off limit is fixed to 10. Interframe times are the time
taken in between two immediate frames. Probability of a
collision is higher with the smaller in frame size.
Simulation result with these normal values, gives 47%
utilization, 0.97 ms mean time and 3 collisions.

3. STUDY 1: EXPONENTIAL DISTRIBUTION LAW

Under exponential distribution method, a 10 Mbps Ethernet
network is running satisfactory and giving highest 47%
utilization [GPSS 2001]. To start the simulation study, the
values of all the parameters have been changed one after
another, for example, the value of Node count changed to
200, 300 so on, keeping other parameter values constant.
From the simulated results, percent of Ethernet Utilization,
Average delay time, and number of collisions are recorded
and plotted graphs to analyze the most cffective result.
Thus study continued for remaining different parameters.
The execution procedures are done similarly for the other
distribution methods. The best values of the effective

Parameter Mean Description parameters are also plotted. Finally the interdependence
Value values between the different parameters are calculated.
1.Node count 100 | Total Ethernet nodes Ethernot Parametors % of | Avg. No. of
2.Intermessage  time 1.0 | Avg. Global arrival (values) utilization | Delay | Collision
every milliseconds (ms)
3.Minimum message 512 [ Shortestmessage (bit) 1.Fractional short (300) 80 3.2 22
4.Maximum message 12144 | Longestmessage (bit) 2.Intermessagetime(0.7) 67 1.6 22
5.Fractionalshort 600 | Short message in 3.Interframetime(0.2048) 65 1.78 16
message parts per thousand 4 Max. message (16384) 61 1.7 15
6. Slot t¥me 0.0512 | 512 ‘.blt.tlmes 5. Min. message (2049) 36 12 7
7. Jam time__ 0.0032 | 32 bit times __ 6. Jam time_ (0.0032) 48 0.97 3
8. Back off limit 10 | Max. back off limit
9.Interframe time 0.0096 | 96 bit times 7. Node Count_ (250) 48 0.98 0
8. Slot time  (0.0128) 48 0.98 5
Table 1. Ethernet Parameters (the mean avg values.) 9. Back off limit (10) 47 0.97 3

Slot times are the slots for number of the nodes of the
Ethernet system. The nodes are first divided groups. Only
the members of group 0 are permitted to complete in slot 0.
If one of them succeeds, it acquires the channel and
transmits its message. If there is a collision, the members of
group 1 contend for slot 1 etc. By making appropriate
division of nodes into groups, the amount of contention for
each slot can be reduced. As more and more nodes are
assigned to same slot, the probability of a collision grows
[A.S. Tanenbaum, 1994]. The slot time is also known as
worst casec time delay and a DTE (Data transmission
equipment) must wait before it can rcliably know a
collision has occurred [H. Fred, 1997]. Any node detecting
a collision aborts its transmission, generates a noise burst to
warn all other nodes and then waits a random time before
repeating the entire cycle. After a collision the time is
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Table.2. Optimum results for Parameters (values)

3.1 Optimum results under Exponential distribution
The most effective values of the each of the parameter are
selected. Selection of such effective parameter and its value
is made under such a condition that, the parameter should
have maximum utilization percent, in less average delay
with less number of collisions. An interdependence factors
is also introduced in next section to see the interdependent
characteristics of the parameters upon one another. The
optimum values of each of the parameters of the system are
given in table 2. The most optimum values of paramecters
arc given in the bracket.

The study shows that the most efficient performance is
dependent on fractional short message. When the systems
have fractional (normal) value 600, the system gives only



47% utilization. By changing this value to 300, the
utilization can be increased up to 80%. This type of system
gives 3.2 ms average delay with total of 22 collisions. If it
gives such utilization %, the average delay of 3.2 ms is
tolerable as compared to result of Intermessage time. The
total of 22 collisions comes to 0.022 collisions per
messages. According to literature [A.S. Tanenbaum, 1994],
if a node experienced 16 collisions continuously, the node
is failed to do further work. There are 100 or more nodes in
a system, so the possibility of occurring all 22 collisions to
a specific node is rare. The dependent parameters are Inter
message time, Inter frame message and so on. The
Optimum percent of utilization, average delay time and
number of collisions versus performing parameter arc
shown in figure 1 (A), (B) and (C) respectively.
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3.2 Interdependence Parameters

To measure interdependence between any two parameters a
and b with respect to any performance parameters, we
define interdependence factor as follows. The u is one of
the performance parameters, such as utilization%, average
delay time and number of collisions in equation 1.
I(a,b):w:(5u/5b)/(§u/§a)*b/a ........ (1)
(Ou/da)/ a
Large values of /(a,b) indicate that change in onc parameter
will lead to large change in second parameter in relation to
the performance parameter. The interdependence between
Inter message time and Maximum message gives a largest
interdependence value of 366.7 (not shown here). And next
largest value is 333.3 given by Fractional short message
and Maximum message. This large in interdependence
values indicate that, value changed in onc of these
parameter leads to large change in the performance of the
other parameter. On other side the interdependence value of
Node count and Fractional short message is 0.1. Another
value of Slot time and Inter message time is 0.2. These
minor interdependence values indicate that change in one of
this parameter will not give much effect on another
parameter. They are just like independent from each other.
The interdependence between Minimum message and Slot
time gives a large interdependence value of 23000. And
next largest value is 25600 given by Maximum message
and slot time, indicating dependency on cach other. The
interdependence  between  Minimum  message  and
Interframe time gives a large interdependence value of 250
and this indicating the dependency of values on each other.
Another interdependence value between Jam time and
Minimum message, Slot time and Jam time are all zeroes.
These show that they are independent to each other. So in
designing such a new system, concentration should be
given to these inter dependent parameters to have a
optimized performance.

3.3 Conclusion: Exponential distribution

The study mainly considered three performance factor
utilization, delay time, and collisions. Here a maximum of
80% is possible by reducing the values of average delay
time and also setting less number of collisions. If the
performance is bring up to half, the values of average delay
time and number of collisions becomes almost zero. The
performance parameter gives maximum of optimized
utilization percent in range of 47% to 80%, in average delay
of 0.97ms to 3.2ms with of collisions in range of 0 to 22. So
the nature of traffic and setting of performing paramecter to
appropriate values are important for optimum utilization of
a system.

4. STUDY 2: POISSON DISTRIBUTION LAW

As the simulation of an Ethernet under Exponential
distribution method is given in section 3, this section is
explaining the simulation results of Ethernet under Poisson
distribution method. Any message entered inside the
Ethernet is processed under the Poisson distribution. Only
the distribution method is changed and rests of simulation
fashion arc same as the previous simulation. It also plotted



graphs the best value of the effective parameters. The
interdependent values between the different parameters can
be calculated as done in previous simulation process. The
comparisons of the most cffective parameters along with
their values arc given in table 3. The comparisons of the
performance of the different parameters are shown in
following figures 2. The interdependent factors can be
calculated as done in section 3.2 to see the interdependent
relation of the parameters one upon another.

4.1. Optimum results under Poisson distribution method

The most effective values are given inside the bracket. The
individual graphs of cach of the outputs are also given.

Ethernet % of Avg. Delay | No. of
Paramecters Utilization inms Collision
1. Fractional short 74.3 2.68 113
message (400)
2.Min.message (4096) 733 2.11 130
3.Interframetime(0.2048) 70.5 2.16 144
4. Jam time (0.4096) 67.1 2.80 426
5.Max.message(16384) 66.8 2.34 155
6.Intermessagetime (0.8) 65.4 1.98 206
7.Slot time (0.1024) 52.5 1.23 190
8.Node count (100) 50.8 1.30 197
9.Back off limit (10) 50.8 1.30 197

Table 3. Optimum results for Parameters with their values

In this study the most effective performance is given by the
fractional short message. By changing the value of this
parameter to 400 from its original value 600, the utilization
can be increased up to 74.3%. This type of system gives
2.68 ms average delay with total of 113 collisions. When
the system has fractional short message value 600, the
system gives only 47% utilization. Comparing the two
cases of system utilization, the existing value of parameter
is recommended to change to 400 or other to get a better
performance condition.

Most of the results of the Poisson distribution always give a
large number of collisions. For the Ethernet system, which
is used to traffic pass flows under the Poisson distribution
need to be compromised between cither of the Optimized
utilization percent or large collisions. Other changeable
parameters are Minimum message, Inter frame message and
so on. The detail is shown in table 3. The Optimum percent
of utilization, average delay time and number of collisions
versus performing parameter (its effective value) is given in
figure 2 (A), (B) and (C) respectively.

4.2 Conclusion: Simulation under Poisson distribution:

The performance of the system can be bring at maximum of
74.3% utilization with setting the system at a possible less
average delay time and less number of collisions condition.
If we bring the performance to half, the values of average
delay time and number of collisions become almost zero.
The performance parameter gives maximum of optimized

66

utilization percent in range of 50.8% to 74.3%, in average
delay of 1.30ms to 2.68ms with number collisions in range
of 100s to 200s. To know specific number of collisions per
message, these total numbers of collisions should divide by
the number of total messages (1000 in our case), which arc
grouped to form a single transaction. Although, it always
gives a large number of collisions; still gives a good
utilization percent. Under this Poisson distribution, the
system need to be compromise between either of optimizes
utilization or large collisions values.
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5. CONCLUSION OF THE STUDY

A network system is said to be in normal and good working
condition if it has a better utilization% with less delay time
and less numbers of collisions. The 10Mbps Ethernet
networks can be brought to nearly 100% utilization with
minimum numbers of collision and less delay time. This
can be done by changing the set values of the parameters
individually. For overall performance of the systems, the
correlation values give detail ideas about what value a
parameter is required to set to get better performances.
Firstly in results of the Exponential distribution, normally
by setting the system at a possible less delay mean time and
less collision condition, the system can bring at a maximum
80% utilization. If the performance has brought to half, the
values of mean time and collisions will becomes almost
zero. Secondly, in results of Poisson distribution it can’t set
the system to best normal state as it always gives a large
numbers of collisions. If it is required to apply this
distribution, there should be compromise and overlook the
effect gives by collisions and need to concentrate on the
mean time and Utilization % only. It can be noted that
Poisson distribution can not give a quantitative performance
to the system in normal condition. To design a system to
have optimum utilizations, it is very important to know the
types of the traffic in the network. The traffic with Poisson
distribution is likely to be more inefficient as compare with
the exponential distribution. Thus any study can be done for
a new or an existing system by modifying the set
parameters values for further development through
Simulations. The parameters of any system and method of
traffic flows are directly related to performance of any
network system.
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ABSTRACT

The enterprise class model of switched LAN in the form of
a colored Petri net is represented. The components of the
model are submodels of switch, server and workstation. For
the evaluation of network response time a special
measuring workstation model is proposed. It counts
response times for cach request and calculates the average
response time. For the simulation of network behavior and
accumulation of statistical information, CPN Tools was
applied. Hierarchical nets usage allows the convenient
representation of an arbitrary given structure of LAN. The
influence of such features as limitations of switch's buffer
size and dynamic maintenance of switching table were
estimated.

INTRODUCTION

The technology of switching (Hunt 1999) is prospective for
bandwidth increase in local and global computer networks.
But it is hard enough to create an adequate analytical model
of a switched network (Elsaadany et al. 1995). Petri net
models (Peterson 1981) contain facilities for precise
description of network architecture and traffic peculiarities
and allow the representation of interaction within the client-
server systems.

Early represented model (Zaitsev 2004a) has been refined up
to enterprise quality. CSMA (Carrier Sense Multiple
Access) procedures are implemented. Complete full-duplex
mode is simulated with separate input and output frames'
buffers. The model of switch is arranged for technological
convenience with fusion places allowing an easy
description of an arbitrary number of ports. Moreover, the
general model is supplied with a special measuring
workstation model that calculates network response time.
Further to (Zaitsev 2004d) the influence of such features as
limitations of switch's buffer size and dynamic maintenance
of switching table are estimated.
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It should be noticed that the model is represented with
hierarchical colored (Jensen 1997) timed (Zaitsev and Sleptsov
1997; Zaitsev 2004b) Petri nets. For automated composition
(Zaitsev 2005) of model and accumulation of statistical
information during network behavior simulation, CPN
Tools (Beaudouin-Lafon at al. 2001) is used.

At simulation, two major problems arise: to construct an
adequate model and to evaluate its characteristics. Several
simulating systems provide basic facilities for measurement
of average storage capacity and frequencies of actions. But
from the practical point of view more complicated
characteristics are significant. For example, network
response time and number of collisions for Ethernet. To
solve this problem special facilitics for measurement of
models' characteristics are required. Colored Petri net is
universal algorithmic system (Jensen 1997). We propose to
represent algorithms of measurement as special measuring
fragments of model implemented in the same language of
colored Petri nets.

Results obtained may be used in real-time applications
sensitive to delays, as well as at communication equipment,
for instance, switches, development.

SWITCHED ETHERNET LAN

Recently the Ethernet has become the most widespread
LAN. With gigabit technology it started a new stage of
popularity. And this is not the limit yet. Hubs are dumb
passive equipment aimed only at the connection of devices
as wires. The base clement of the Local Area Network
(LAN) Ethernet (IEEE 802.3) is a switch of frames.
Logically a switch is constituted of a set of ports (Rahul V.
2002). LAN segment (for example, made up via hub) or
terminal cquipment such as workstation or server may be
attached to cach port. The task of a switch is the forwarding
of incoming frame to the port that the target device is
connected to. The usage of a switch allows for a decrease in
quantity of collisions so each frame is transmitted only to
the target port and results in an increased bandwidth.
Moreover the quality of information protection rises with a
reduction of ability to overhear traffic.
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Figure 1: Scheme of railway dispatch center LAN

As a rule, the Ethernet works in a full-duplex mode now,
which allows simultancous transmission in both directions.
To determine the target port number for the incoming frame
a static or dynamic switching table is used. This table
contains the port number for each known Media Access
Control (MAC) address.

The scheme shown in Fig. 1 represents a fragment of a
railway dispatch center LAN supplied with special railway
CAM software GID Ural (Zyabirov at al. 2003). The core of
the system constitutes a pair of mirror servers S1 and S2.
The workstations WS1-WSS5 are situated in the workplaces
of railway dispatchers.

The right choice of time unit for model time measurement
is a key question for an adequate model construction as
well as the calculation of timed delays for elements of the
model. It requires an accurate consideration of the real
network hardware and software characteristics. We have to
consider the performance of the concrete LAN switch and
LAN adapters to calculate the timed delays (further
represented with model's transitions In*, QOut*, Send,
Receive). Morcover, the peculiaritics of client-server
interaction of GID Ural software ought to be considered for
the estimation of such parameters as delay between the
requests (Delta) and the time of request execution (dex).
Since the unit of information transmitting through net is
represented with a frame, we have to express the lengths of
messages in numbers of frames. For these purposes the
maximal length of an Ethernet frame equaling 1.5 Kb was
chosen. The types of LAN hardware used are represented in
Table 1.

Table 1: Types of hardware

Device Type

LAN adapter Intel EtherExpress 10/100
LAN switch Intel SSI01TXSEU
Server HP Brio BA600
Workstation HP Brio BA200
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In Table 2 the parameters of the model described are
represented. LAN switch and adapter operations are
modeled with fixed delays so they are small enough in the
comparison with client-server interaction times. Morcover,
in rcliable Ethernet frames of maximal length arc
transmitted mainly, since the time of frame’s processing is
a fixed value. Stochastic variables are represented with
uniform distribution, which corresponds to Ural GID
software behavior. The smallest timed value is the LAN
switch time of read/write frame operation. But for the
purposes of future representation of faster equipment we
choose the unit of model time (MTU) equaling 10 mcs.

Table 2: Parameters of model

Parameter Real value | Model Variable/
value Element

LAN switch read frame delay | 50 mcs 5 In*

LAN switch write frame 50 mes 5 Out*

delay

LAN adapter read frame 100 mcs 10 Receive

delay

LAN adapter write frame 100 mes 10 Send

delay

Server’s time of request 1-2 ms 100-200 Dex

processing

Client’s delay between 10-20 ms 1000-2000 | Delta

requests

Length of request 1.2 Kb 1

Length of response 15-30 Kb 10-20 Nse

MODEL OF LAN

A model of sample LAN with topology, shown in Fig. 1, is
represented in Fig. 2. Let us describe the model
constructed. It should be noticed that the model is
represented with colored Petri net (Jensen 1997) and consists
of places, drawn as circles (ellipses), transitions, drawn as
bars, and arcs. Dynamic elements of the model, represented
by tokens, arc situated in places and move as a result of the
transitions’ firing. Tokens of a colored Petri net are objects
of abstract data types (colors). Transition's firebility rules in
colored Petri net involve inscriptions of input arcs, which
chose input tokens, and a guard of transition, which
constitutes a predicate defined on input tokens. Inscriptions
of transition's output arcs constitute constructors of output
tokens.

The elements of the model are sub models of: Switch
(SWI), Server (S), Workstation (WS) and Measuring
Workstation (MWS). Workstations WS1-WS4 are the
same type cxactly WS, whereas workstation WSS is the
type MWS. It implements the measuring of network
response time. Servers S1 and S2 are the same type exactly
S. Hubs are a passive equipment and have not an
independent model representation. The function of hubs is
modeled by common use of the corresponding places p*in
and p*out by all the attached devices. The model does not
represent the collisions.  Problems of the Collision
Detection (CD) were studied in (Zaitsev 2004c).




Each server and workstation has it’s own MAC address
represented in places aS*, aWS*. A switch has separate
places for input (p*in) and output (p*out) frames for each
port. It represents the full-duplex mode of work. Bidirected
arcs are used to model the carrier detection procedures. One
of the arcs checks the state of the channel, while another
implements the transmission.
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Figure 2: Model of sample LAN

color mae = INT dmed;

color portrum = INTS

color nfm = INT;

coloy sfrm = product aftm ¥ INT timed;
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color seg = union Bim -+ avail timed;

color swi = product moae ¥ portnuny
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Figure 3: Declarations

All the declarations of colors (color), variables (var) and
functions (fun) used in the model are represented in Fig. 3.
The Ethernet MAC address is modeled with integer number
(color mac). The frame is represented by a triple frm,
which contains source (src¢) and destination (dst) addresses,
and also a special field nfrm to enumerate the frames for
the calculation of response time. We abstract of other fields
of frame stipulated by standard of Ethernet. The color seg
represents unidirectional channel and may be either
available for transmission (avail), or busy with
transmission of a frame (f.frm). It is represented with a
union type of color. It should be noticed that the descriptor
timed is used for tokens, which take part in timed
operations such as delays or timestamps.

70

The marking of places is represented with multisets (Jensen
1997) in CPN Tools. Each element belongs to a multiset
with defined multiplicity, in other words — in a few copies.
For instance, the initial marking of the placc aWS2 is 1'4.
It means that place aWS2 contains 1 token with the value
of 4. The union of tokens is represented by the double plus
sign (++). Tokens of timed color have the form x @ t which
means that token x may be involved only after a moment of
time t. So, notation @+d is used to represent the delay with
the interval d.

MODEL OF SWITCH

Let us construct a model for a given static switching table.
We consider the separate input and output buffers of frames
for cach port and common buffer of the switched frames.
The model of switch (SWI) is presented in Fig. 4. The
hosts’ disposition according to Fig. 1 was used for the
initial marking of a switching table.

ekt of Swtioh 1
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Figure 4: Model of switch

The color swi represents records of switching table. It maps
cach known MAC address (mac) to the number of port
(nport). The color swf describes the switched frames,
waiting for output buffer allocation. The field portnum
stores the number of the target port. The places Port*In
and Port*Qut represent input and output buffers of the
ports correspondingly. The fusion place SwitchTable
models the switching table; each token in this place
represents the record of the switching table. For instance,
token 1°(4,2) of the initial marking means that the host with
MAC address 4 is attached to port 2. The fusion place
Buffer corresponds to the switched frames’ buffer. It
should be noticed that a fusion place (such as SwitchTable
or Buffer) represents a set of places. The fusion place
SwitchTable is represented with places SwTal, SwTa2,
SwTa3. The fusion place Buffer is represented with places
Bul, Bu2, Bu3. It allows the convenient modeling of
switches with an arbitrary number of ports avoiding
numerous cross lines.



The transitions In* model the processing of input frames.
The frame is extracted from the input buffer only in cases
where the switching table contains a record with an address
that cquals to the destination address of the frame
(dst=target); during the frame displacement the target port
number (port) is stored in the buffer. The transitions Out*
model the displacement of switched frames to the output
ports’ buffers. The inscriptions of input arcs check the
number of the port. The fixed time delays (@+5) are
assigned to the operations of the switching and the writing
of the frame to the output buffer.

It is necessary to explain the CSMA procedures of LAN
access in more detail. When a frame is extracted from the
input buffer by transition In*, it is replaced with the label
avail. The label avail indicates that the channel is freec and
available for transmission. Before the transition Out* sends
a frame into a port, it analyses if the channel is available by
checking the token avail.

It should be noticed that places Port*In and Port*Qut are
contact ones. They are pointed out with an 1/0O label.
Contact places are used for the construction of hierarchical
nets with substitution of transition. For example, the
transition SWI in the top-level page of model (Fig. 2) is
substituted by a whole net SWI represented in Fig. 3.
Places Port*In and Port*Qut arc mapped into places p*in
and p*out correspondingly.

MODELS OF WORKSTATION AND SERVER

To investigate the frames’ flow transmitting through LAN
and to estimate the network response time it is necessary to
construct the models of terminal devices attached to the
network. Regarding the peculiarity of the traffic’s form we
shall separate workstations and servers. For an accepted
degree of elaboration we consider periodically repeated
requests of workstations to servers with random uniformly
distributed delays. On reply to an accepted request a server
sends a few packets to the address of the requested
workstation. The number of packets sent and the time
delays are uniformly distributed random values.
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Figure 5: Model of workstation

A model of workstation (WS) is represented in Fig. 5. The
places LANin and LANout model the input and output
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channels of the local area network correspondingly. The
workstation listens to the network by means of transition
Receive that receives frames with the destination address,
which is equal to thc own address of the workstation
(dst=target) saved in the place Own. The processing of
received frames is represented by the simple absorption of
them. The workstation sends periodic requests to servers by
means of transition Send. The servers’ addresses are held in
the place Remote. After the sending of a request the usage
of the server’s address is locked by the random time delay
given by the function Delay(). The sending of the frame is
implemented only if the LAN segment is free. It operates
by checking place LANout for a token avail. In such a
manner the workstation interacts with a few servers holding
their addresses in the place Remote.

It should be noticed that the third field of frame, named
nfrm, is not used by the ordinary workstation WS. The
workstation only assigns the value of a unit to it. This field
is used by a special measuring workstation MWS. The
copies of the described model WS represent workstations
WS1-WS4. To identify each workstation uniquely, the
contact place Own is used. This place is shown also in the
top-level page (Fig. 2) and contains the MAC address of a
host.
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Figure 6: Model of server

A model of server (8S) is represented in Fig. 6. The listening
of the network is similar to the model of the workstation but
it is distinct in that the frame’s source address is held in the
place Remote. The transition Exec models the execution of
the workstation’s request by a server. As a result of the
request execution the server generates a random number
Nsend() of the response frames, which are held in the place
Reply. Then these frames are transmitted into the network
by the transition Send. It should be noticed that the request
number nf is stored in the place Remote also. It allows us
to identify the response with the same number as the
request.

MODEL OF MEASURING WORKSTATION

A model of the measuring workstation (MWS) is
represented in Fig. 7. In essence, it is an early considered
model of workstation WS, supplied with the measuring
elements (the measuring elements are drawn in magenta).



Let us consider the measuring elements in more detail.
Each frame of a workstation’s request is enumerated with a
unique number contained in the place num. The time, when
the request was sent, is stored in the place nSnd. The
function ¢T() calculates the current value of the model’s
time. The place nSnd stores a pair: the frame’s number nf
and the time of request ¢T().

The place return stores the timestamps of all the returned
frames. As the network response time we consider the
interval of time between the sending of the request and
receiving the first frame of the response. This value is
stored in place NRTs for each responded request. The
transition IsFirst determines the first frame of response.
The inscription of the arc, connecting the transition IsFirst
with the place NRTs, calculates the response time (t2-t1).

A residuary part of the measuring clements calculates the
average response time. The places sum and quant
accumulate the sum of response times and the quantity of
accepted responses correspondingly. The arrival of a new
response is sensed by the place new and initiates the
recalculation of average response time with the transition
Culc. The result is stored in the place NRTime.
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Figure 7: Model of measuring workstation

EVALUATION TECHNIQUE

The model constructed was debugged and tested in a step-
by-step mode of simulation. For these purposes the frame
generated by the workstation was traced through the
network to the server and backwards. Also we observed the
behavior of the model in the process of automated
simulation with a display of net’s dynamics — in the mode
of the so-called game of tokens. It allows us to estimate the
model with a glance at the top-level page and at sub pages
during simulation.

To estimate the network response time precisely, rather
huge intervals of model time are required. It is convenient
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for such purposes to use the simulation mode without
displaying intermediate marking aimed at the accumulation
of statistics.

A snapshot of the measuring workstation model is
represented in Fig. 8. The rectangular labels (drawn in
bright green) describe the current marking of the simulation
system; the circular labels contain the number of tokens.
The place LANin contains frame (1,5,1). The place
LANout represents the available state of the channel avail.
The number of the next request, according to the marking
of placc num, is 7. The place return indicates that 83
frames of responscs have arrived. The place NRTs contains
the response times for each of the 6 responded requests. For
instance, the network response time for request 5 equals to
235. It should be calculated easily, that the average network
response time 389 in the place NRTime equals to 2337/6
according to the markings of the places sum and quant.
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Figure 8: Evaluation of network response time

To estimate the response time precisely we have to observe
huge cnough intervals of model time to accumulate
statistical information. It should be noticed that one second
of real time corresponds to 10° MTU. At first we interested
in existence of steady-state mode. For example, model with
parameters described has a steady-state mode with the
value of response time represented in Table 3. The
increasing of the observation interval does not change the
value of response time. In spite of this example twice-
slower switch or twice slower network adapters usage leads
to unstable network with constantly increasing response
time (Tables 4, 5). Consequently, the first question is about
existence of a steady-state mode and the second one
consists in concrete values of parameters.

Thus, the average network response time obtained (Table 3)
equals 304 MTU or about 3 ms. This delay satisfies the
requirements of train traffic control (Zyabirov at al. 2003).



Table 3: Steady-state conditions for network response time

Step 1000 11000 | 111000 | 1111000 | 2111000 | 3111000
Model 2831 24488 | 245973 | 3124656 | 5340611 | 7547756
time, MTU
Response | 318 316 307 304 304 304
time, MTU

Table 4: Response time for twice slower switch

(In*, Out*: @+10)

Step 1000 11000 21000 121000 221000
Model 3306 26978 50536 285136 521713
time, MTU
Response 336 800 1284 4477 7692
time, MTU
Queue size, | 43 96 102 357 498
frames

Table 5: Response time for twice slower network adapters
(Receive, Send: @+20)

Step 1000 11000 21000 121000 221000
Model 3306 26978 50536 352956 644517
time, MTU

Response 336 800 1284 14665 27803
time, MTU

Queue size, | 43 43 102 3462 6305
frames

BUFFER SIZE LIMITATIONS INFLUENCE

Though model constructed represents a lot of characteristic
features of real-life Ethernet, such, for instance, as full-
duplex mode, switching table, CSMA procedures, it is
simplified enough. There are a few additional peculiarities
of switched LAN, which influent more or less essentially
on the bandwidth of network. Let us enumerate them. The
model of switch does not take into accounting real size of
internal buffer of frames and does not implement
mechanism of jam messages to avoid overload. Switching
table is static whereas the majority of real-life hardware
provide dynamic switching table. Random extraction from
switching table is implemented. Moreover, we do not
consider the timed characteristics of frame transmission
through segment of LAN. It is adequate in the case we do
not consider broadcasting and multicasting. In model
constructed we put frame into the place, modeling the
segment, and we are assured that there is a target device in
this segment, which will get the frame. For representing of
multicasting we have to remove the frame from segment
after the clapsing of transmission time.

As for technology of client-server interaction, we consider
two-way handshake only. The model may be refined for
more complicated algorithms of interaction reflecting the
behavior of concrete software. But for algorithm of
interaction implemented we use random discipline of
extraction for places representing the queues of requests
and responses. Morcover, execution of request does not
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take into accounting the number of server's processors and
issue on unlimited number of processors.

But the complete detailed model of Ethernet LAN is too
sophisticated. Therefore, we not go beyond to consider the
influence of most significant items of real-life network on
response time obtained. At first we modify the model for
limited switch's buffer and estimate the network response
time under different values of buffer's size. The model of
switch's port for limited buffer's capacity is represented in
Fig. 9.
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Figure 9: Model of port for limited capacity of buffer

In the comparison with the base model of switch
represented in Fig. 2 we added new fusion place BufferN
represented for Port 1 with place BulN. This place contains
the number of frames in buffer. Transition Inl, which puts
frame into buffer increments the value of BufferN and
transition Outl, which gets frame from buffer - decrements
the value of BufferN. The guard of transition Inl checks
the size of Buffer represented with the constant BufSize.
The models of another ports are analogous.

The results of network response time estimation under
various values of switch's buffer size are represented in
Table 6. We may conclude that small buffer sizes influence
on response time essentially but more volumetric buffers
than of 100 frames usage has no effect and does not
decreases the network response time.

Table 6: Influence of buffer size on network response time

Buffer size, | 2 10 20 100 1000 2000
frames

Response 803 312 308 305 304 304
time, MTU

DYNAMIC SWITCHING TABLE INFLUENCE

Static switching tables are used in the networks with the
extreme requirements to security. But the administration of
static switching table for large nctworks is laborious
enormously. Dynamic maintenance of switching tables is
usual practice for the majority of networks. In this case the
bandwidth of network is decreased because the broadcast




and multicast traffic but network became more flexible and
self-adjusting to variable structure.

The task to model dynamic switching table is complicated
cnough. Let us remind the general technique of dynamic
switching stipulated by standards. We pay our attention
only to peculiar properties:

1) At arrival of frame with unknown source MAC-
address switch adds new record corresponding to this
address to switching table.

2) At arrival of frame with unknown destination MAC-
address switch executes multicasting forwarding frame to
all the ports. In this case it works like a hub.

3) Periodically switch clears its switching table.

First item provides the passive rccognition of network
structure. Second item allows the avoidance of special
active recognition. Periodical reset of switching table
provides the adjusting to current structure of network and
the set of devices alive.

Implementation of dynamic switching requires not only
modification of switch's model but also the total revision of
the entire model. Now we have to represent the timed
characteristics of frame's transmission at least for channel
of segment in the direction from switch. If frame of
multicasting will not been removed by destination device
we have to remove it at the clapsing of transmitting time.
The implementation of the absence checking for token with
specific properties requires the usage of list data type
(color) of CPN Tools. The model of switch's port for
dynamic switching and the model's fragment for periodic
cleaning of switching table are represented in Fig. 10.
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Fig. 10: Model of dynamic switching
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Let us consider the additional declarations used. Color
swita is the list of swi and models the switching table. List
structure is applied to provide the checking of absence of
records in switching table with specified MAC-address.
Color CLC represents a timer. It consists of onc timed
clement cl. Function eqa provides the comparison of MAC-
addresses. Function gree gets the record of switching table
for which the value of function eqa is true.

At arrival frame in PortlIn one of transitions NewSrecl,
OldSrecl fires and puts frame to auxiliary place Aux1. The
difference of these transitions' actions consists in that
transition NewSrcl adds new record to switching table
corresponding to source MAC-address. Standard function
List.exists checks the existence of record with MAC-
address cqualing to src. Function eqa provides the
comparison of address with first field of record. Then onc
of transitions NewDstl, OldDstl fircs. The checking of
address is implemented in the same way but dst field of
frame is used. If the destination address is known
(OldDstl1) then frame is moved to buffer and the number of
target port is calculated according to switching table.
Function grec provides the usage of required record; as the
number of destination port the second field of record is
taken. If the destination address is unknown (NewDstl)
then multicasting is implemented. The frame arrived is
forwarded to all the ports of switch. To avoid a cross
influence of modification we save the total time of input
frame processing distributing the time amongst two
sequential transitions.

At the transmission of output frames to PortlOut we set
the timer in place TrsTimel with value TTR. And if the
frame will not been removed by terminal device then
transition PortlClr removes it after elapsing of
transmission time. For simulation the value of TTR is
chosen equaling to 10 MTU that correspond to 100Mbps
speed: (1,5-10*8)/ 10%c.

The models of other ports are analogous. Morcover, model
of switch has one common fragment representing the
cleaning of switching table. Place ClrSwTbl contains a
timer token, which starts the cleaning with the aid of
transition ClrSwTa. Period of cleaning is determined by
value of constant TCL. Table 7 represents estimations of
network response time under various values of cleaning
period TCL. Frequent cleaning leads to increase of
response time, whereas infrequent cleaning with period
more than 10° practically does not influent on response
time. It should be noticed that at TCL about 1000 MTU or
less the state-stable mode is not approached.

Table 7: Influence of dynamic switching on network
response time

TCL,MTU 1000 2000 4000 10000 100000 200000
Response - 512 362 320 304 304
time, MTU




REAL-LIFE LAN MEASUREMENTS

The measurements of response time in the environment of
the real-life network of the railway dispatcher center were
implemented using sniffer of packets WinDump, which is
MS Windows version of well-known Unix sniffer
TCPDump. The results have been acknowledged also with
the aid of SoftPerfect Network Protocol Analyzer.

WinDump is a command-line tool, which provides writing
of Ethernet frames into a file together with time stamps.
Then the content of the file may be displayed and analyzed.
The following command line provides the writing of frames
into file SavedFrames:

WinDump -w SavedFrames

For analysis of frames' transmission and calculation of
response time the following command line was used:

WinDump -ttt -r SavedFrames

Option -ttt is used for automatically calculation of time
interval between frames; option -r provides reading of early
saved information from the file SavedFrames. An example
of the obtained listing is represented in Fig. 11.

000252 1P 192.168.0.158.1172 > 192.168.0.130.139: P 854:917(63) ack 840 win 64957
000854 IP 192.168.0.130.139 > 192.168.0.158.1172: . 840:2300(1460) ack 917 win 64502
000141 1P 192.168.0.130.139 > 192.168.0.158.1172: . 2300:3760(1460) ack 917 win 64502
000029 IP 192.168.0.158.1172 > 192.168.0.130.139: . ack 3760 win 65535

000107 1P 192.168.0.130.139 > 192.168.0.158.1172: . 3760:5220(1460) ack 917 win 64502
000138 IP 192.168.0.130.139 > 192.168.0.158.1172: . 5220:6680(1460) ack 917 win 64502
000024 1P 192.168.0.158.1172 > 192.168.0.130.139: . ack 6680 win 65535

000114 IP 192.168.0.130.139 > 192.168.0.158.1172: . 6680:8140(1460) ack 917 win 64502
000086 1P 192.168.0.130.139 > 192.168.0.158.1172: P 8140:9095(955) ack 917 win 64502
000287 IP 192.168.0.158.1172 > 192.168.0.130.139: . ack 9095 win 65535

000606 1P 192.168.0.158.1172 > 192.168.0.130.139: P 917:980(63) ack 9095 win 65535
000729 1P 192.168.0.130.139 > 192.168.0.158.1172: . 9095:10555(1460) ack 980 win 64439

Fig. 11. Dump of frames

Let us consider the information of the dump. The first
column contains delays between frames in microseconds,
then [P-addresses and port numbers of sender and receiver
arc printed. After semicolon the details of packet header are
printed such as start and finish numbers of transmitting
bytes, the length of frame in brackets, acknowledged byte
number and the length of window. In above example
192.168.0.158 is the IP-address of workstation and
192.168.0.130 is the IP-address of the server. The port
number 139 corresponds to MS NetBIOS TCP service, the
port number 1172 is a random port number of client
software. In this example the response time for the first
request is equal to 854 mcs, for second - 107 mcs, for third
114 mcs.

WinDump was started on the operating GID Ural
Workstation. We calculated an average value of response
times of individual requests collected on the period of
observation about one shift of work, which is equal to 12
hours. Obtained real-life average NRT is equal to 2,83 ms.
The error of NRT measurement via Petri net model
constitutes about 6% that is good enough result, which
proves the applicability of the described technique.
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CONCLUSION

In the present work the technology of switched local area
networks’ models development was studied. The usage of
colored Petri nets allows the peculiarity of interaction
within the client-server systems to be taken into account.
The model reflects the major features of real-life network.
CSMA procedures, full-duplex mode and switching tables
were modeled. A special measuring model of workstation
was suggested and implemented to estimate the network
response time.

The model developed is of enterprise class, so it allows
easy and convenient adequate representation of LAN with
an arbitrary given topology. Moreover, the influence of
such features as switch's buffers limitations and dynamic
switching were studied. The technique described is aimed at
real-time applications, requiring the precise estimation of
timed delays before implementation.
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ABSTRACT

Mobility is a prominent characteristic of Mobile Ad hoc
Networks (MANETSs), and the main factor affecting
topology change and route invalidation. Several routing
problems are posed by mobility, such as frequent breaking
of the wireless link, short life time of the established routes,
and asymmetric communication links. These problems
increasc the signalling overhead required to establish
routes, and thus affecting the performance of the protocol.
As mobility is inevitable, we need to take advantage of one
positive aspect of this phenomenon as much as possible,
which is the heading direction of the node. In order to
exploit mobility of nodes to provide a robust and long-lived
route to destination and reduce flooding and overhead in the
network, three novel routing schemes are proposed in this
paper. In these schemes, only a small number of nodes are
selected based on its Heading Direction Angle (HDA), to
form a route. Our results show how these schemes reduced
the overhead and flooding and increased the life of the
route in comparison with the conventional Ad hoc On-
demand Distance Vector (AODYV) protocol. These schemes
could be applied to other routing protocols in order to
improve the performance of these protocols.

INTRODUCTION

A mobile ad hoc network, unlike a static network, has no
infrastructure (e.g. Base stations). It is a collection of
mobile nodes where communication is established in the
absence of any fixed infrastructure. The only possible direct
communication is between neighbouring nodes; therefore
communication between remote nodes is based on multi
hop. These nodes are dynamically and arbitrarily located in
such a manner that the interconnections between nodes are
capable of changing on a continual basis, and each mobile
host acts as a host and a router, relaying information from
one neighbour to others. As host mobility can cause
frequent unpredictable topology changes, and establishing a
route between end-points requires routing over multiple-
hop paths whose end-points are likely to be in motion, the
task of finding and maintaining routes in MANET is
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nontrivial (Young-Bac Ko et al. 2000; Elizabeth M. Royer,
1999).

Another obstacle of mobility in ad hoc networks is the
increased rate of link failure and the activation of broken
links with increasing mobility of nodes that increases both
the congestion due to traffic backlogs and the volume of
control traffic required to maintain routes. Thus in order to
achieve adaptive routing responsiveness and efficiency, a
decisive protocol design goal has to be the diminution of
reaction to mobility (A. Bruce McDonald and Taicb Znati
1999). Hence, mobility is a very important factor affecting
the performance of the routing protocol. Many protocols
have been proposed for mobile ad hoc networks, with the
aim of achieving efficient routing (S. Basagni ct al. 2001, W.
Su, et al. 2000). These protocols differ in the approach used
for searching a new route and/or modifying a known route,
when hosts move.

From previous discussion, mobility in ad hoc networks is
an obstacle that cannot be avoided. The mobility causes the
expiration of the information used by traditional routing
protocols in establishing a route. Therefore, dealing with
mobility by cxploiting the positive aspect of this
phenomenon as much as possible is less demanding than if
the positive aspect was ignored completely.

In this paper, we propose three on-demand schemes that
could be adopted by most of the existing routing protocols.
These schemes exploit the mobility of nodes to establish
routes from sources to destinations using the heading
direction information for mobile hosts. Hence, these routes
are selected based on the longest duration of their existence.
We also show in this paper how to utilize axis-mapping
technique, and Heading Direction Angle (HDA) of a mobile
node to propagate a message between nodes in the network
in order to establish and maintain a robust and long-lived
route to destination, as well as limiting the scope of route
requests to reduce the overhead in the network.

The remainder of this paper is organized as follows. Section
IT discusses some related work. Section III describes the
main idea of our schemes of using HDA information for
route discovery in MANET, and presents the three designed
schemes that utilize different ways to select the proper
neighbour(s) to forward packets to. In section IV, we
evaluate the effectiveness of the three schemes by
simulation using the Network Simulator NS-2. In addition,
we have studied the impact of overhead and the cost of data
delivery on routing protocol performance. Conclusion and
suggestions for future work are made in Section V.



NODES HEADING DIRECTION ANGLES

Since GPS (Peter H. Dana, 2000) may not work properly in
certain situations; routing protocols that uses geographical
information may not always be able to work properly for
such situations. Therefore, another new method should be
used to derive the required information. In our scheme we
have utilized a digital advanced compass with magneto
resistive (MR) technology (Solid State Electronics Center),
which delivers the heading direction angle of the mobile
device hosting it.

In this section we explore the possibility of using heading
information to improve performance of routing protocols
for MANET. As an illustration, we show how a route
discovery protocol based on mobility information can be
improved. Consider two mobile hosts and are within the
transmission range R of each other (assume that the

transmission range of n; and n;, are the same). (X,,,V,,) .
v, and(x,,,V,) , V,, are the coordinate and velocity
of n; and n,respectively. Let us assume that n; and n, move
in dircction @, and 6, from the north respectively.

The amount of time that two mobile hosts will stay
connected D, (changeable with the time) remains within the

coverage distance, depends on the difference between 6,

and 6 , as denoted by the equation:

_ —(pl+qa’)+\/(p2 +q> )R> —(pd —lg)’
pi+q’

D

I3

Where
p=v,sinf —-v, sinf,, [=x,6-x,,

q = an COsenl _Vn2 COS@HZ’ d:ynl _yn2‘

Note that @ ,and €, arc with the north, and the link
between n; and n, stays longer when the two nodes move in
similar direction. Fig. 1 depicts the relation between D, and
the difference between @, and@ , . It is clear from Fig. 1
that the probability of a path breaks increases as the
difference between the direction angles of the end nodes
increases. Hence, when the next node in the link is selected
based on its direction to be near to the upstream nod
heading direction, the link will last longer, and
when@ , —6 , =0 , the time of path break increases to

infinity.
The expected lifetime of a link is examined in (D. Turgut ct
al. 2001), and the relation between the life time of a link and

the difference between the motion angles of two
communicating nodes is derived.

MECHANISMS OF PROPOSED SCHEMES
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Figure 1
The life time of the link vs. the difference between the

heading angles of end nodes, withv,, =v , =10, R = 50,

Xy =Y, =10 and x,, =y, =20

The core of the proposed schemes is termed Heading-
direction Angles Routing Protocol (HARP), as it makes use
of direction information of nodes in the network to reduce
routing overhead and elongate the lifetime of links between
communicated nodes. The information of the node’s
direction used in HARP protocol may be provided by
digital advanced compass. It has been assumed that each
mobile node in the network is equipped with a digital
advanced compass with magneto resistive (MR)
technology, which delivers the heading direction angle of
the mobile device hosting it. Most navigation systems today
use some type of compass to determine heading direction.
Electronic compasses based on magneto resistive (MR)
sensors can electrically determine the change in direction
up to 0.1-degree. It can easily be integrated into systems via
a simple communication interface, which makes it ready for
use in applications like automobile GPS systems, cars, and
mobile nodes (Solid State Electronics Center). It has been
assumed that all hosts wishing to communicate with other
hosts in the network are willing to participate fully in the
protocols of the network, and each node is willing to
receive and forward packets for other nodes in the network.
Morcover, cach node will exchange heading direction
information with its neighbours in periodic manner. The
information received from another node (neighbour) will be
stored in one of the eight zone ranges in the cache
regardless of the actual position of that neighbour.

In HARP, each mobile node in the network will classify its
neighbour’s nodes into eight different zone range arcas
(d1... d8) according to the heading direction of those
neighbours; theoretically, the nodes are categorized within
at least one of the eight zone ranges, regardless of their
actual relevant positions to the node.

Our schemes are based on on-demand routing technique;
this means that when a source node S has data packets to
send to a destination D, and in order to find a route to D, S
will send route request packet to one of its neighbours (not
flooding) from its cache. The selected neighbour (next hop)
has an angular heading direction similar or near to the
heading direction angle of S, where is the value to expand
the search around the source heading direction angle. Using
the eight heading direction will ensure that route request



will be well distributed over a wider area. This will result in
less computational overheads and minimized bandwidth
use, since not all neighbouring nodes need to react to a
route request. If the node did not find a neighbour that
fulfils the heading angle condition, expanding the scarch
will be applied. To widen the search, the angular value

represented by & is added or subtracted from the € being

considered such that more heading direction are taken into
account when a route request message is being propagated
or a reply message is being sent along already established
route. Similarly, when an intermediate node receives a
route request and needs to forward it to another node, it
follows the same technique of selecting the neighbour and
forwards the packet to that neighbour.

HARP Scheme 1

Our first scheme considers that the source S does not know
the location of the destination D, and all the mobile nodes
in the networks do not have location information about each
other. At the source node, when a source S requests route to
a destination D, it will look into its cache for the destination
node, and if the destination node is found in its cache, S
will start forwarding the data packets to D. If D is not found
in the source cache, a time 7,; will be initiated by S, where
T, is the time required to find the destination. Then, S starts
looking into its cache for a neighbour that has a reference or
near reference angle, matching with or close to the heading
direction angle of S, (in order to clongate the life time of the
route). This protocol performs well in a network where
nodes form groups, and each group moves together in one
direction such as in military, vehicles on highway, and so
on). Here we have two possibilities: 1) If § did not find a
neighbour in its cache; axis mapping will be applied with
increment an angle value £0 around the heading angle of S,
to widen the search in a new direction. If no neighbour
found in the time 7, a route request RREQ will be initiated
again (S will repeat the route request for a limited number
of times, e.g. 5 times to avoid the search-to-infinity), while
excluding neighbours that have been selected in previous
tries of finding D. S will otherwise proceed as next. 2) If S
found a neighbour in its cache (in case morc than one
neighbour is found, the nearest to S direction will be
selected and the first neighbour met in the search); a List of
Route Records LRR is initiated and adds its information
record to that list. Each LRR record has the fields Node IP
address, Node heading angle and Zone range area. The
route request message will be propagated along chosen
heading angle of a neighbour node to that neighbour. Fig. 2
presents the algorithm executed at the source S that has data
packets to send to node D, where Max RREQ Count is the
maximum number of RREQ allowed to be sent in searching
for particular D, S Dir is the heading direction angle of the
source S, S Zone is the zone of S (Zonel between 0o and
45°, Zone2 between 45° and 90°, and so on). In this work
we have divided the directions to eight zones, but it could
be divided to different number of zones if necessary, for
example in high density network the possibility of finding a
neighbour in small direction zone is high, hence grouping
the nodes in a greater number of zones allows for greater
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efficiency in finding the proper neighbour. Nb_Dir is the
heading direction angle of the neighbour Nb, and Max
acceptable HDA is the maximum accepted angle around the
HDA axis of node that the node uses to search for a

Request packet RREQ

RREQ Count <=
Max RREQ Count

Send Datato D Y

The Node
is S?

neighbour
to §?

Intermediate
* Node
S Dir — 8’ HDA
S Zone < S’ Zone
v
Initiate a List of Route Records (LRR),
Add to LRR a record(S” Address, S Dir, S Zone)

L—S Dir-6 |,
H—S Dir+5 |

Look for a neighbour Nb has HDA:
H>=Nb-Dir>=1L
And not selected in previous RREQ

Forward Y
RREQ to Nb
Y
N

8 «— &+ Step®

0 <= Max acceptable

Broadcast RREQ

Figure 2: Route Request Message at the node S

neighbour.

At any intermediate node i, the intermediate node is the
node between the source and the destination), all the nodes
that receive the route request. will update their route cache
entries by updating the information of the node (neighbour)
which the message was received from, and only the
intermediate node that the message is addressed to will deal
with the message. Other nodes will silently drop it. Then i
will search in its cache of neighbours for the destination D.
If D is found in the cache, the intermediate node will update
LRR by adding a record to the route list containing
information about the node itself, then propagate a reply
message along the nodes that have records in LRR that is
backtracked to the initiating source S. if D is not found in
the cache, the same technique of finding a neighbour that
has near heading direction to the node i will be followed.



Before forwarding the request packet, i will add a record to
LRR contains information about i.

Route reply message would be initiated in two cases: (1) By
the destination itself, when the destination D receives the
route request packet, D will piggyback the LRR, that is
included in the route request, in the replied message and
send the message along the reversed path determined by the
nodes recorded in LRR. (2) By an intermediate node which
has received the route request message and has the
destination information in its cache. The intermediate node
will update LRR by adding the next node /P address and its
heading direction piggyback the list of route records in the
replied message and send the message along the reversed
path determined by the nodes recorded in the list LRR. All
the nodes, along the route that receives the route reply, will
update their route cache by updating the information of the
node (neighbour) from which the message was forwarded.

HARP Scheme 2

In first scheme, the chance of finding the destination from
first try of route discovery is low, particularly if the nodes
in the network do not move as a group. Thus, first protocol
scheme is efficient in such situations where nodes form one
or more groups or the nodes’ decisions on movement
depend upon the other nodes in the group, or where nodes
are uniformly moving forward in a particular direction such
as vehicles in the highway. To increase the efficiency of the
protocol by increasing the probability of finding the
destination, scheme 2 is proposed.

In this scheme each node knows only the heading direction
angles of its neighbours, each of which is classified in eight
zones according to its /DA regardless of their locations. By
this scheme, at the source node S, when S requests route to
a destination D, it will look into its cache for the
destination, and if D is found in its cache, S will start
forwarding the data packets to the destination. If D is not
found in the source cache, a time Td will be initiated by S,
where 7, is the time required to find D. Then S will select
only one neighbour from ecach zone from the cight zones of
ncighbours, thercfore at most cight ncighbours will be
selected in the same time. An LRR is then initiated (as
described in schemel), and the route request message that
includes the LRR will be propagated to selected neighbours.
If a neighbour in one zone of S direction zones is not
available, the number of selected neighbours will be less
than eight. All the nodes that receive the route request, will
update their route cache entries by updating the information
of the node (neighbour) from which the message was
received, and only the intermediate node that the message is
addressed to will accept the message, other nodes will
silently drop it. Fig. 3 shows the pseudo-code algorithm that
is run at the source node.

The intermediate node (i), that the packet is addressed to,
will search in its cache of neighbours for D, if D is found in
the cache, 1 will update the LRR by adding a record to it;
this record containing information about the node itself. It
then propagates a reply message along the nodes that have
records in LRR; the list of route records is backtracked to
the initiating source S. if D is not found in the cache, the
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same technique of finding a neighbour that has near
heading direction to this node will be followed. Before
forwarding the request packet, the node will add a record to
LRR containing information about itself. If no neighbour is
found for the time 7, RREQ will be initiated again (S will
repeat the route request a limited time c.g. 5 times for
avoiding the scarch-to-infinity). For avoiding loops in the
search, all schemes use a sequence number, and check the
availability of the selected neighbour node in LRR before
sending the packet to that neighbour. If the neighbour is
found in the list, another neighbour will be selected.

In this scheme, the route is established without knowing the
geographical information of nodes, and the path life

IfRREQ Count <= Max_RREQ _Count then

If the node is S then

{
If IPAddr, € NbCaches then

s
13

//if D is neighbour to S

Send (data packets tolPAddrp);
)

s
Else

Init (Ty); // initiate T,
S _Dir = HDA of S;
S Zone = Zone number of S;
Init (LRR); // initiate a List of Route Records
//Add to LRR: S’ Address, HDA of S, Zone number of S
LRR Add (IPAddrs, S Dir, S Zone);
For (ZoneNo = 1; ZoneNo<= MaxZoneNo,; ZoneNo++)

// Find a neighbour in ZoneNo and skip the selected
//neighbour in previous RREQ
IPAddry, = Find _Nb (ZoneNo);
If IPAddry, <> 0 then // Neighbour is found

// Forward RREQ to a neighbour Nb
Forward RREQ (IPAddrys)
)

s
}l

S
I}

/
Else STOP // do not initiate RREQ

Figure3: Pseudo code for scheme?2.

between S and D will be longer because the intermediate
nodes will be selected to be in near heading direction to
each other. It is most likely that the route will be found
from the first try due to forwarding the RREQ to eight
neighbours in parallel. This scheme is efficient in high
density networks, where the possibility of finding a
neighbour in each zone is higher than in a low density
network. We have reduced the number of nodes that share
in route discovery to the number of direction zones (number
of direction zones can be optimized according to the
environment of the network and application, to reduce the
required time of finding the destination.

HARP Scheme 3

In scheme2, the number of packets propagated by the
source to its neighbours is equal to the number of direction



zones (eight zones in our case), and only one neighbour
from each zone is selected. In order to reduce the number of
selected nodes without reducing the performance of the
protocol, we need more information about the geographical
locations of nodes and destination. Hence, scheme3 is
assisted by the location information that could be provided
by the Global Positioning System (GPS) (Peter H. Dana,
2000).
Scheme3 assumes that each node knows:

e Its geographical location and its HDA.

e Its neighbours’ geographical locations and their

HDA.

The neighbours” HDA at each node are grouped in eight
zones according to their HDA and regardless to their
locations. It is also assumed that the source node S knows
the location (X, Y, of node D at the time at which route
discovery is initiated by node S. The coordinates (X, Y,)
are included in the route request.
At the source node, when S requests route to a destination
D, it will look into its cache for D, and if D is found in its
cache, S will start forwarding the data packets to D. Whilst
if D is not found in S cache, a time T, will be initiated by S,
where 7, is the time required to find the destination. Then,
S starts looking into its cache for a neighbour that satisfies
the two conditions:

e Its location is the nearest to the destination location

among all neighbours.
e Hasanear HDA to S.

If the neighbour is found, a LRR is initiated (as described in
schemel), and then the route request message that include
the LRR will be propagated by S to that neighbour. If no
neighbour has satisfied the two conditions together, then S
will select the neighbour that satisfies the first condition
with the most near HDA to S.
All the nodes that receive the route request, will update
their route cache entries by updating the information of the
node which the message was received from, and only the
intermediate node i that the message is propagated to, and
has a record in the list of route records, will accept the
message and will follow the same rule followed by S to
select its next neighbour until D is reached, other nodes will
silently drop it.
In this scheme, we use more information (Heading direction
information, GPS system for geographical location), but
this scheme guarantees:
e To find the destination quickly from the first try (if
the destination is available).
e To find the route between S and D that is likely to
last longer, by sclecting the nodes that contribute in
the route according to the heading directions.

RESULTS AND DISCUSSION

In this section, we have evaluated the performance of our
three novel routing protocols by simulation. The Network
Simulator NS-2 was used to perform extensive simulations
and to evaluate our Protocols. However, table I provides a
summary of the rest of our simulation parameters. The
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results presented are mean values of ten simulation runs.
For fair comparisons, all simulated routing protocols use
the same set of mobility and traffic scenarios. The
following performance metrics are used for comparisons:
The Route discovery packets (the Overhead) arc defined
as the number of all control packets generated by all nodes
in the network in order to establish routes between sources
and destinations.

The Cost of data packet delivery is defined as the
measured ratio of the number of data packets delivered to
the destinations to the number of all packets generated in
the networks. Note that each time a packet is forwarded is
counted as one packet transmission. This metric is used to
investigate how efficiently control packets and selecting
long-lived routes are utilized in delivering data packets.

TABLEI
PARAMETERS OF MOBILITY SCENARIOS
USED WITH NS-2 AND RANDOM WAYPOINT

. Pause Time Max Node Network Size
Scenario Name . Speed .
Scenario . Scenario
Scenario
. 0,50,100,200,
Pause time (s) 300,500 10 10
Max Node Speed 10 10,20,30,40, 10
(m/s) 50,60
Number of mobile 50 50 10,30,50,60,7
nodes 0
Simulation Time 500 500 500
(s)
Network Space TkmX1km TkmX1km TkmX1km
Radio range. 250m 250m 250m
MAC Protocol IEEE 802.11 81(])E2EF1 IEEE 802.11
Radio propagation Free space/ Free space/ Free space/
model two-ray two-ray two-ray
antenna model Omni Antenna Omni Omni
Antenna Antenna
Traffic pattern CBR CBR CBR
Maximum ngmber 10 10 10
of connections

The Average end-to-end delay of transferred data packets
includes all possible delays caused by buffering during
route discovery, queuing at the interface-queue,
retransmission delays at the medium access control layer,
propagation and transfer times, and ARP delay that has a
considerable value especially in second scheme where eight
packets need to be sent and need some delay between them.
We have simulated each metric parameter mentioned above
in three different scenarios:

1) Mobility scenario: with different pause time values,

2) Speed scenario: with different node speeds,

3) Network sizes scenario: with different number of

nodes.

We have compared our schemes with AODV which is a
fully On-demand and flooding protocol since the schemes
we present in this paper are entirely based on On-demand.

Figures 4 and 5 show the route discovery packets as a
function of mobility with different pause time, and network
size respectively. We can see in our novel three schemes
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that the route discovery packets needed to find the path are
much less than the packets needed in AODV protocol. As
can be seen in Fig. 5, that as the number of nodes increases,
the number of route discovery packets slightly increases.
This means that our schemes scale well with the network
size.
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Figures 6, 7, and 8 show the Cost Ratio of Data Packet
delivery (CRDP) as a function of mobility with different
pause time, maxima of node speeds, and network size.
Higher CRDP means better performance. As can be seen in
these figures, that CRDP in the three schemes is better than
the CRDP of AODV, which means that less control packets
are needed to deliver data packets from sources to
destinations, as a result of long-lived route established by
using HDA.

In fact, by applying flooding technique, it is most likely to
find the required path in short time with some acceptable
delay, on the expensc of significant overhead and more
collisions, but with no guarantee to sclect the path that lasts
for acceptable period of time. In most of the applications, it
is important to find the path that lasts longest with reduced
overhead and collision, with an acceptable level of delay.
Figure 9 shows the average end-to-end delay of transferred
data packets as a function of mobility with different pause
time. In these figure, we can see that our novel schemes
increase delay compared to the fully flooding technique
protocol AODV, and further scheme 3 is shown to perform
better than other schemes, particularly when the mobility
increases. The delay degrades due to the selection of the
node heading to the destination direction and that is also
closer to it. The delay is mostly steady in all schemes in the
network that has greater mobility.

CONCLUSION

Effectively delivering data packets and minimizing
connection breakdown and control packets overheads,
beside routes stay connected longest with some accepted
delay are crucial in ad hoc networks. In this paper, we have
presented three new schemes for mobile ad hoc networks.



In these schemes we examined the use of heading direction
angle of nodes to choose routes that stay connected longest
and to overcome the effect of flooding technique and
overhead in the network by doing selective forwarding, and
to clongate the life time of the route. These schemes utilize
Axis-Mapping techniques to propagatc a message in the
network, and exploit the mobility patterns of nodes to
provide a robust and long-lived route to destination. These
schemes could be an answer to some of the questions in ad
hoc networks, for example, providing mechanisms to
handle the frequent changes in the network topology due to
mobility; and maintaining the long-lived multi-hop paths
between two communicating nodes. Other routing protocols
for mobile ad hoc networks could apply these schemes in
order to improve the performance or QoS of these protocols
in term of protracting the life time of the communications.
Results show improvement in reduction of the cffect of
flooding in terms of routing discovery packets needed to
deliver data packets with different mobility, speeds of
nodes and different network size. In addition, results show
that the ratio of the number of data packets delivered to the
destinations to the number of all packets generated in the
networks is higher in all schemes compared to AODV,
which gives hint of choosing the longest path to the
destination. As future work, the investigation of choosing
the number of zones that the node’ neighbours are grouped
into according to the density and mobility of the network is
required to improve the performance of these protocols. In
addition, investigating the number of sclected neighbours to
forward the packet to will be further step to enhance the
performance too. Furthermore, applying these schemes on
other existing protocols to improve their performance is our
main aim for future work.
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Abstract

In an industry where cost effectiveness and productivity are
imperative for success, the award winning CAD for
photonics can minimize time requirements and decrease cost
related to the design of optical systems, links, and
components.

This paper presents a design of 64 Dense Wave Length
Division Multiplexing DWDM to support the existing
Optical Fiber Communication System currently available
south of Iraq. It introduces a theoretical analysis of the needs
of using Raman Amplifiers for such DWDM systems,
analyses the problems related to un-flattened band. Proposes
arc specific techniques to flatten the broad bandwidth gain.
The proposed design is simulated and tested using
Optisystem4.0 a Licensc product of Optiwave Corporation, a
Canadian based company. The design uses real fiber data,
which are provided by the Iraqi Ministry of Communication.
The test results are very good, which will support the Iraqi
industry to improve the usage of already installed fiber optic
bone in Iraq

1. CAD for Photonics

The design of a fiber-optic communication system involves
optimization of a large number of parameters associated with
transmitters, optical fibers, in-line amplifiers, and receivers.
The power and the rise-time budgets are only useful for
obtaining a conscrvative cstimate of the transmission
distance and the bit rate. Simple approach fails for modern
high-capacity systems designed to operate over long
distances using optical amplifiers. An alleviative approach
uses computer simulations and provides a much more
realistic modeling of fiber-optic communication systems.
The computer aided design-CAD techniques are capable of
optimizing the whole system and can provide the optimum
values of various system parameters such that the design
objectives met at a minimum. [1]

2. Optisystem

OptiSystem is an innovative, rapidly evolving, and powerful
softwarc design tool that ecnables users to plan, test, and
simulate almost every type of optical link in the transmission
layer of a broad spectrum of optical networks from LAN,
WAN, and MAN to ultra-long-haul. It offers transmission
layer optical communication system design and planning
from component to system level, and visually presents
analysis and scenarios. OptiSystem4.0 enables users to plan,
test, and simulate: [2]

4 WDM/TDM or CATV network design

% SONET/SDH ring design

« Transmitter, channel, amplifier, and receiver design

4  Amplified System BER and link budget calculations

2.1 Key Features and Functionality

2.1.1. Component Library

The OptiSystem Component Library includes hundreds of
components that enable you to enter parameters that can be

measured from real devices. It integrates with test &
measurement equipment from different vendors. Users can

incorporate new components based on subsystems and user-
defined libraries.

2.1.2. Quality and performance algorithms

In order to predict the system performance, OptiSystem
calculates parameters such as BER and Q-Factor using
numerical analysis or semi-analytical techniques for systems
limited by inter symbol interference and noise.

2.1.3. Advanced visualization tools

Advanced visualization tools produce WDM analysis tools
listing signal power, gain, noise figure, and OSNR per
channel.

2.1.4. Hierarchical simulation with subsystems

To make a simulation tool flexible and efficient, it is
essential to provide models at different abstraction levels,
including the system, subsystem, and component levels.
OptiSystem features a truly hierarchical definition of
components and systems, enabling you to employ specific
software tools for integrated and fiber optics at the
component level. [2]

3. Existing Optical Fiber in Iraq

The optical fiber network in Iraq first where tested during
November-2004 by Nortel/Acterna Company. An existing
network fiber was installed in Iraq around year 2000 without
completed the over all design for the optical communication
network (the design of transmitter, receiver active
components, ect.). Recently the Ministry of Communications
in Iraq decided to integrate these fibers with a network after
testing these existing fiber links. As Nortal Networks tests on
the existing fiber shows that it can be used as DWDM
communication network. This type of DWDM will need to
use an Optical Amplifier(s) with Broadband Flattening gain.
Therefore the gain characteristics of Raman Amplifier will
be demonstrated using multichannel system, also the
techniques using to flatten the broad bandwidth gain will be
proposed. [3]

4. Optical Amplifier

4.1. Raman Amplifier-Significance of Calculation and
Measurement of Fiber Raman Amplifier (FRA)
FRA is to amplify optical signals in optical fibers, based on
transferring the power from the pump beam to the signal via
Raman interaction between the light and vibration modes of
the glass. Typically, the Raman gain cocfficient in fused
silica peaks at a Stokes shift of about 13.2THz with a 3dB
bandwidth of about 6THz, as shown in figure (1). FRAs
exhibit several attractive features for applications in
transmission systems, which are listed as follows:

i. Simplicity of amplifier architecture: Raman gain is
obtainable in any conventional transmission fiber. Only
high pump lasers are required to be launched with the
signals, and there is no excess loss in the absence of
pump power. [4]

2. Low noise: Distributed Raman amplifiers may deliver
negative noise figures [5], while the Erbium Doped Fiber
Amplifiers (EDFA) have at least 3dB noise figure.



3. Broad gain spectrum: The Raman gain bandwidth is very
broad, around 60nm in terms of Full Width at Half
Maximum (FWHM), which is of significance to the
wavelength division multiplexed system. One unique
technique applicable for RFA is that a broader gain
spectrum may be obtained by the use of multi-
wavelength pump sources [6] [7].

4. Flexibility of transmission window: The pump
wavelength determines the gain spectrum of a Raman
amplifier, which means the operation window, is
adjustable. Furthermore, the multi-wavelength pump
technique increases and flattens the bandwidth by
pumping simultancously at different wavelengths.
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Figure (1) Typical Raman gain coefficient in fused silica

5. WDM Light-wave System
5.1 Introduction

WDM corresponds to the scheme in which multiple optical
carriers at different wavelengths are modulated by using
independent electrical bit streams (which may themselves
use TDM and FDM techniques in the electrical domain) and
are then transmitted over the same fiber.

The optical signal at the receiver demultiplexed into
separate channels by using an optical technique. WDM has
the potential for exploiting the large bandwidth offered by
optical fibers. For example, hundreds of 10-Gbps channcls
can be transmitted over the same fiber when channel spacing
is reduced to below 100 GHz. Figure (2) shows the low-loss
transmission windows of optical fibers centered near (1.3
and 1.55) pm.
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Figure (2): Low-loss transmission windows of silica fibers in the
wavelength regions near 1.31 and 1.55 pm.

For example, an existing 1.3-pm lightwave system can
upgrade in capacity by adding another channel near 1.55 pm,
resulting in a channel spacing of 250 nm. Clearly, the advent
of WDM has led to a virtual revolution in designing
lightwave systems. WDM systems can be classified into
three broad categories: Point - to - Point Links, Distribution
Networks, and Local Area Networks

1.6
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Figure (3) shows two WDM’s allowing unidirectional
strcams of data to carry on a single fiber. The type of data
streams does not matter. One could be a video signal, the
other data stream. Alternatively, both signals could be video
signals or high-speed data signals at 2.5 Gbps. [8]
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Figure (3) shows two WDM’s allowing unidirectional
streams of data

Theoretically, fiber has extremely high bandwidth (about 25
THz), i.e., 25 million MHz in the 1.55 low-attenuation band
and this is 1,000 times the total bandwidth of radio on the
planet Earth. However, only data rates of a few gigabits per
second achieved because the rate at which an end user can
access the network limited by electronic speed, which is a
few gigabits per second. Hence, it is extremely difficult to
exploit all of the huge bandwidth of a single fiber using a
single high-capacity wavelength channel due to optical-
electronic bandwidth mismatch or "electronic bottleneck."
The recent breakthroughs (Tb/s) are the result of two major
developments:

First: Wavelength division multiplexing (WDM), which is a
method of sending many light beams of different wavelengths
simultaneously down the core of an optical fiber. Second:
Optical Amplifier which amplifies signals at many different
wavelengths simultaneously, regardless of their modulation
scheme or speed. [ 1]

The advent of Optical Amplifiers (OAs) has enabled
commercial development of WDM systems by providing a
way to amplify all the wavelengths at the same time,
regardless of their individual bit rates, modulation scheme,
or power levels. Before the invention of OAs, the effects of
optical loss compensated every few tens of kilometers by an
electronic regenerator, which require that the optical signals
be converted to electrical signals and then back again to
optical ones. Most important, electronic regenerators work
only for the designated bit rate at only one wavelength.

5.2DwWDbM

The demand for Internet bandwidth grows as new
applications, new technologies, and increased reliance on the
Internet continue to rise. Dense wavelength division
multiplexing-DWDM is one technology that allows networks
to gain significant amounts of bandwidth to handle this
growing need. Dense wavelength-division multiplexing
involves sending a large number of closely spaced optical
signals over a single fiber.

Standards  developed by  the  ITU-International
Telecommunications Union [10] define the exact optical
wavelengths used for DWDM applications. The center of the




DWDM band lies at 193.1 THz with standard channel
spacing of 200 GHz and 100 GHz. [9]

5.2.1 DWDM Advantages

i.

2.

%43

6.

The ability to carry signals of different speeds and types
simultaneously and transparently over the fiber.

Single optical amplifier can re-amplify all the channels on
a DWDM fiber without demultiplexing and processing
them individually, with a cost approaching that of a single
regenerator.

. DWDM as WDM carries each input signal independently

of the other; this means that cach channel has its own
dedicated bandwidth.

. DWDM systems greatly simplify the expansion of

network capacity.

. The only requirement is to install additional or higher bit-

rate interfaces in the DWDM systems at either end of the
fiber. In some cases, it will only be necessary to increase
the number of lambdas on the fiber by deploying existing
interfaces, as shown in figure (4-a). In the case of adding
higher bit-rate interfaces, as shown in figure (4-b), fiber
type can become a consideration. [11]

(a)
2.5 Ghis 2.5 Ghyps
10 Gl 10 Ghps
25508 Akl Mighsy DIt rates 2.5 Cbps
i = s
10 Gois [ LU 5], A0 hianer b =1 106w
25 Gbis | % “ = g B |25 chps
10 Gis > ? il i | 10 Gugs
25 Ghvs 2.5 Ghos)
10 Gl — — 10 Gops |
So.4R 0048
- A more wavelengths —— §
[sle X1 - - - m | 0B
. - A fd =
4=
Rk - — FY :
' — L{ ocas |
(b) Figure (4) Upgrading with DWDM

Simulation Example on Existing Fiber in Iraq

6.1 Important Notes

Dl Port WM Srabyzer
Lower frequency limit = 1511 nm
Upper frequency fimit = 1584 nm

Optical interface parameter values (such as, Launched
Power, Channel Spacing, Channel Output Power,
Attenuation, Dispersion, receiver Sensitivity), those are
required at various interfaces within an optical
communication system, identifies as in I[TU-T G692. [12]
i. The value of each channel power is than (0 dBm) to
avoid the threshold levels of nonlinearity effects in multi
channels.
Layout Parameters: choosing proper global parameters is
very crucial when trying to obtain accurate results. For
WDM systems, the best suggestion would be to use 128
for both the length Sequence and samples per bit.
Choosing channel central frequency with G.652 fiber at
193.1 THz, [13].
SMF type NDSF fiber is used as in fiber characterization
test in final report [3].
%, NRZ modulation format is used [14].
6.2. Broadband Flattening Gain Using Raman Optical
Amplifier
The designed simulation system is shown in figure (5) with
sixty-four DWDM wavelengths and (-17.44 dBm)
transmitted power, ~100 GHz channel spacing using the
fiber type non-dispersive shifted fiber (NDSF), Raman
Amplifier-average power model [10] using group of 4
backward pumps. The 64 channels operate within C-band
(1530 - 1565) nm. The expectation is 64 channels to be used
in the center of Iraqi fiber network between Jadria Mamon
[31].
6.2.1. Before optimization
The simulation design shown in figure (5) has been
calculated. The results are measured by Optical spectrum
analyzers, connected at different points of the system. The 64
channels along the optical fiber system are shown in figure
(6). Tt can be seen clearly that using the fiber, will cause
attenuation, which was improved by using Raman Amplifier.
Unfortunately the Raman Amplifier created a problem of un-
flattened gain.
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Figure (5): (a) Layout of 64 channels Between Centers from Jadria _ Mamon using Raman Amplifier. (b) Inside the Raman Amplifier sub-system where average
power amplifier shown with the group of pumps.

6.2.2 Raman Amplifier Pumps Optimization

Figure (6, b and c) show that using Raman Amplifier caused big problem related to the max/min gain ratio (un-flattened gain). In
order to solve the problem with the un-flattened gain, the optimization technique is applied in this design.
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The pumps power and wavelength of Raman Amplifier are optimized in order to get good flattening to its broadband equal to
1.5dB, so we have added Gain Flatness (Ratio Max/Min Gain) as a constraint which is measured by the Dual Port WDM
Analyzer. The steps of optimization are:

& Optical Spectrum Analyzer Optical Spectrum Analyzer_2 B Optical Spectrum Analyzer_3

Left Bulten and Drag te Select Zeom Region. Press Control Key and teft Butien and Drag fo Select Zoom Region. Press Control Key and Left Butlon and Drag o Select Zoom Region. Press Conlral Key and
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(a) (b) (c)
Figure (6): (a) 64 channels just after the multiplexer, (b) 64 channels after Raman Amplifier with high ratio of max/min gain. (c)
64 after the demultiplexer.
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1. In the optimization setup, the Gain Flattening type
of optimization has been selected in the main tab.

2. In the Parameters tab, pump powers and frequencies
are added to the table. Minimum and maximum
pump powers are selected to be 0 and 300 mW,
respectively. Minimum and maximum pump 27
wavelengths are selected to be 1400 nm and 1500 =3
nm, respectively. =1

3. In the Results tab, we selected the Gains for all d
channels from dual port WDM analyzer to be add

’ 15240 >1.53|_| 154 1.55p 1.56p

Wavelength (m}

Optical Spectrum Analyzer_2

Left Beiton and Drag i Seiect Zoom Region. Fress Controf Wey and

4

Power (dBm)
_1I9

-0

the table. Target gain is 10.0 dB as inserted in
Target Value of this tab.

4. 1In the Constraints tab, we have added Gain Flatness
(Ratio Max/Min Gain) as a constraint. Gain flatness (b)
is measured by the Dual Port WDM Analyzer. As a
constraint, gain ﬂaftness less than 1.5 dB is reqmre(_l' Figure (7): (a) Before optimization (b) After optimization
Note that no unit for parameters and results is e i
indicated in the optimization tool. The units of
parameters and results in optimization tool are

-2

2

s A

taken to be same as the ones that are given in -
. . Blax Value
project layout for the corresponding parameter or

result.
6.2.3 After Optimization
The output results calculated with optimization are shown in

TEABE Tae Q00

figure (7). The ratios of max/min gain before the (@)
optimization were 4.01 dB as shown in figure (8-a), and after ualiail 0
optimization the broadband gain flattened leading to !
minimizing the ratio to 1.5 dB, as shown in figure (8-b). ‘ S?%f*@
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7. Evaluation test of the results
i.  Optisystem4.0 software simulator is built on visual C++
which is advanced object oriented programming
L) language (OOP). That makes it flexible and robust to
1520 153 p 154 155 1561 . . .

(a) Wavelength (m) integrate layouts, components with all their features and
with  minimum ecrrors. The objects (Optical
Components) sending messages to cach other and to
their classes to perform their jobs and the goals of the
projects. Optisystem4.0 offers high flexibility for the
user to create a new component based on Matlab or to
change any property of any component using iteration.

86 It has a special configuration steps for optimization.
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Figure (8): (a) Before optimization (b) After optimization




2.

WDM transmitter optical component is used to generate
channels in simulation design. WDM transmitter (Tx) is
used to simulate a new manufacturing component
which provides easiest way when changing any of its
properties window, such as number of output ports,
frequency, frequency spacing, power, and line width. It
provides small size component for large WDM systems.
Using Tx facilitated the design of 32 channels with
many changes for different tests (4 components /
channel * 32 channels = 128 components) where this
large number of components emphases more (losses,
layout space, errors, time for more number of propertics

3.
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Figure (9) WDM transmitter component properties
WDM Mux is used where the input signals are filtered
by an optical filter and combined in one output signal
that will minimize the child frequencies around a
specific wavelength. It is preferred from using Ideal
WDM Max (without filters). Figure (10) is illustrated
the technical subsystems design of the two types. The
optical filter of WDM Max type chooses to be a Bessel
optical filter. The same point for WDM Demux.
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Figuge 210): Technical design for (a) WDM mux (b) Ideal mux
SMF_NDSF type is used for all simulation design with
all nonlincar effects, as shown in figure (11), to make
the design more practical and reliable.
Using sub-system simplifies the overall system design
and testing for each component or layout. The tested
optical component(s) or layout(s) could be used for the
same file design or another file designs.
The 64 channel system that includes the Raman
amplifier has been tested. The results show that the
Raman gain is good, but is associated with a problem
related to un flattened gain profile.( the ratio is 4.1 dB).
The paper proposes specific solution to improve the
ratio, where the valuc of pumps power and the
wavelength of each pump are important issue in order
to have good and correct amplification within Raman
Amplifier. Before optimization the wavelengths were
selected such as each one is less than a specific
transmitted wavelength by ~100nm [4]. The
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8.

optimization technique was used to optimize the pumps
power and wavelength in order to achicve the ratio
max/min gain equal to 1.5 dB.
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Figure (11): Nonlinear effects in SMF_NDSF
Conclusion

Broadband Flattening Gain is an important feature in new

DWDM

communication system with Raman Fiber

Amplifier, its complex technique in design required time,
cost, experiences on how to choose pump power, wavelength
and what rang of group pump to activate Raman Effect to
achieve amplification for wide range of frequencies. This
paper proposes successful technique to flatten the gain of 64
channels using the optimization technique. The gain ripple
has been minimizing from 4.1 dBm to 1.5 dB.
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ABSTRACT

In current communication systems we have a number of
different resources being used exclusively and
simultaneously to satisfy the requirements of an arriving
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