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Preface MESM’2011

Dear conference delegate,

| have pleasure to welcome you to the 12" Middle East Simulation & Modelling
Multiconference (MESM2011), organized by the European Technology Institute and
EUROSIS, held in the wonderful city of Amman, Jordan. The MESM2011 is sponsored
by the IEEE-UKRI SPC and the Arab Open University.

This year’s event also includes for the second time presentations for GAMEON-ARABIA,
which we will hope will introduce the non-gaming participants of the MESM to the
exciting new simulation and Al technology and methodology of computer game design.

The aim of this conference is bring people from various parts of the Middle East in
contact with colleagues working in Modelling & Simulation from around the world.

A number of studies have found Simulation & Modelling to be one of the most practical
and effective problem solving techniques. However, there is little practical study literature
available to guide those interested in the field. Modelling and simulation make a powerful
combination to improve the system and organisation of the future.

The conference highlights recent and significant advances in many research areas of
modelling and simulation related to Methodology, Networks Communication, Signal &
Image Processing, Biomedical Applications, Industrial Applications, Software
Engineering, Neural Networks and Fuzzy System.

Modeling and Simulation is a discipline for developing a level of understanding of the
interaction of the parts of a system, and of the system as a whole. The level of
understanding which may be developed via this discipline is seldom achievable via any
other discipline.

A system is understood to be an entity which maintains its existence through the
interaction of its parts. A model is a simplified representation of the actual system
intended to promote understanding. Whether a model is a good model or not depends
on the extent to which it promotes understanding. Since all models are simplifications of
reality there is always a trade-off as to what level of detail is included in the model. If too
little detail is included in the model one runs the risk of missing relevant interactions and
the resultant model does not promote understanding. If too much detail is included in the
model the model may become overly complicated and actually preclude the
development of understanding.

Modelling and Simulation in Engineering aims at providing a forum for the discussion of
formalisms, methodologies and simulation tools that are intended to support the new,
broader interpretation of Engineering. Competitive pressures of the Global Economy
have had a profound effect on manufacturing in Europe, Japan and the USA with much
of the production being outsourced. In this context the traditional interpretation of the
engineering profession linked to the actual manufacturing needs to be broadened to
include the integration of outsourced components and the consideration of logistic,

Xl



Preface MESM’2011

economical and human factors in the design of engineering products and services.
Modelling and Simulation in Engineering intends to report leading-edge scientific
contributions from mathematics, computer science, various sub-disciplines of
engineering, management, psychology and cross-cultural communication, all of which
focus on the modelling and simulation of human-centred engineering systems. A
simulation generally refers to a computerized version of the model which is run over time
to study the implications of the defined interactions. Simulations are generally iterative in
their development. One develops a model, simulates it, learns from the simulation,
revises the model, and continues the iterations until an adequate level of understanding
is developed.

Your presence at this conference emphasizes an important fact: the challenge and
opportunities that surrounding the Modelling & Simulation practice anywhere in the
world. We in EUROSIS believe that Modelling & Simulation make a powerful
combination to improve the systems and organisation of the 21°' century. It will continue
to increase public awareness of the quality of life, and growing need to improve this
through better organizations and systems.

As a General Conference & Programme Chair, | would like to express my thanks to the
Rector of Arab Open University Professor Musa Mihsein, for sponsoring this conference
and giving me the time to Chair this conference and thanks also to the committee
members for reviewing the papers. Thanks are also due to Professor Mohammad
Hamdan, for supporting this conference and to our local chair Prof. Abu Qudais, and his
colleagues in AOU, Amman, Jordan, in organizing this event.

Thanks to my colleague Philippe Geril, executive director of EUROSIS office for
supporting the event and for his time. Last but not least thanks to all authors without
whom the conference would not be a successful conference.

We are sure you will enjoy your stay at the conference and we hope we will able to let
you savour the sights and sounds of Amman and its surroundings during the next couple
of days.

Professor Dr Marwan Al-Akaidi

General Conference and Programme Chair
MESM Chair

Arab Open University

P.O.Box: 3322 Safat

13033 Kuwait
Email:m.al-akaidi@arabou.edu.kw

X1



Preface GAMEON-ARABIA' 2011

In a year of great political upheaval across the Middle East and North African region it is
particularly gratifying to acknowledge the small but dedicated cohort of researchers who
work in this region and whose work is assembled in this volume. As always the diverse
range of topics reflects a broad spectrum of the big questions in Game and Simulation
research.

Within the GameOn sessions we have Nashed and Hull’s investigation of machine
learning in first-person shooter games, and an insightful analysis by Christou of social
dilemmas, unfair practices and sanctions which have evolved in Massively Multiplayer
games. Williams contributes to the theory of game design process with his nine
interactive components model.

Collected in the Modeling and Simulation sessions (MESM) are Al-Tahat's visual
approach to teaching object-oriented programing, Shawar’s report on system integration
for the purposes of organizational rules, Al-Sadi’'s review of elLearning tools and
functionality to support disabled students. This section concludes with my own small
contribution to web-based heuristics, data collecting techniques and structuring in a
discussion of my plausible ancestor generator.

The GameOnArabia/ MESM'2011 is a remarkable event not for its size but for the
context in which it occurs amid the two big stories of the year - the Arab Spring and the
global economic crisis. Thanks go to the organizers at the Arab Open University in
Jordan and to EUROSIS for making it happen.

Prof. Ken Newman

IT and Creative Industries
HTC, Abu Dhabi
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Self-Organizing Maps and Principal component analysis for tomato yield datasets

KEFAYA QADDOUM, EVOR HINES, DACIANA ILLIESCU, MUHD KHAIRULZAMAN ABDUL KADIR

School of Engineering, University of Warwick, UNITED KINGDOM

k.s.qaddoum@warwick.ac.uk
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ABSTRACT

A Self-Organizing Map (SOM) is an artificial neural
network model that uses competitive and unsupervised
training. A SOM network has two main characteristics: it
makes obtaining a simplified model of the training data
possible and it has the ability to project them on a two
dimensional map that shows the existing relations among
them. Kohonen [5] suggested the first model of SOM,
where the complete network structure had to be specified
in advance and which remained static during all of the
training process. PCA is a  projection-based
dimensionality reduction method to reduce data
dimensionality by linearly transforming the data to a new
coordinate system In this paper we present a good
visualisation ability, where simulations have been carried
out on tomato yield data sets for classification and
prediction tasks, as well as on some data analysis have
been done.

1 INTRODUCTION

1.1 SOM

Data clustering and classification is a straightforward
approach as well as K-means algorithm (MacQueen
1967), which calculates each cluster centre as the mean
of data vectors within the cluster. This is sometimes
difficult if we have no a priori knowledge of the data
distribution, all reference vectors are adjusted depending
on their proximity to the input vector. Kohonen’s self-
organizing feature map (SOM) (Kohonen 1982) is
another model incorporating a soft-max adapting rule,
using a Mexican hat neighbourhood function to modify
map nodes. It is a good choice for vector quantification
in applications such as speech and image coding,
featuring topology preserving ability and approximation
of data distribution. SOM has found great success with a
large amount of applications in various fields (Kohonen
1997).SOM is basically an unsupervised algorithm and it
is rarely used for tasks such as time series prediction and
pattern classification. Kohonen (1997) suggests using
LVQ in these cases. Vesanto (1997) incorporates a local
linear regression model on the top of a SOM network in a
time-series prediction problem and achieved very good
results. He constructs local data sets for the prototype
vectors and uses linear regression models on these local
data sets.

Other variations of the SOM models try to introduce
improvements into the computation process and the

effectiveness of the feature mapping. Blackmore and
Miikkulainen (1993) proposed an incremental grid
growing algorithm, where nodes can be added to, or
deleted from, the feature map, which is of fixed low
dimensionality. Fritzke (1991,1994) proposed a growing
cell structure (GCS), which uses a fixed topology
dimension for reference vector space, but there is no pre-
defined layout order for network nodes and the topology
is much more flexible. The network creates new nodes
whenever input data is not closely matched to existing
reference vectors, and sets up connections between
nodes. Bruske and Sommer (1995) presented another
similar model, dynamic cell structure (DCS-GCS),
differing from GNG slightly in the location of node
insertion. GCS, GNG and DCS-GCS can be applied to
supervised learning by adding an additional output
weight layer which adopts a delta learning rule. A
comparison on the performance of GNG, GCS and fuzzy
ARTMAP is made in (Heinke and Hamker 1998).

The name Self-Organizing Map (SOM) signifies a class
of neural-network algorithms in the unsupervised-
learning category. In its original form the SOM was
invented by the founder of the Neural Networks
Research Centre, Professor Teuvo Kohonen in 1981-82,
and numerous versions, generalizations, accelerated
learning schemes, and applications of the SOM have
been developed since then.

The central property of the SOM is that it forms a
nonlinear projection of a high- dimensional data
manifold on a regular, low-dimensional (usually 2D)
grid. In the display, the clustering of the data space as
well as the metric-topological relations of the data
items is clearly visible. If the data items are vectors, the
components of which are variables with a definite
meaning such as the descriptors of statistical data, or
measurements that describe a process, the SOM grid
can be used as a groundwork on which each of the
variables can be displayed separately using a grey-level
or pseudo-color coding. This kind of combined display
has been found to be very useful for the understanding
of the mutual dependencies between the variables, as
well as of the structures of the data set.

The SOM has spread into numerous fields of science
and technology as an analysis method. We have
compiled a list of over 4000 scientific articles that
apply the SOM or otherwise benefit from it.

The most promising fields of application of the SOM
seem to be
e data mining at large, in particular



visualization of statistical data and document
collections,

e process analysis, diagnostics, monitoring, and
control,

¢ biomedical applications, including diagnostic
methods and data analysis in bioinformatics,
and

e data analysis in commerce, industry,
macroeconomics, and finance.

1.2 Principal Component Analysis

PCA is a projection-based dimensionality reduction
method to reduce data dimensionality by linearly
transforming the data to a new coordinate system such
that the greatest variance by any projection of the data
comes to lie on the first coordinate (called the first
principal component), the second greatest variance on
the second coordinate, and so on. The main advantage
of using PCA in a study on the morphology of bones is
that the patterns or the major variations within high
dimensional 3D surface data can be captured and that
the data can be compressed without losing patterns of
the data. PCA is closely related to SSM. It decomposes
the training set in Eigen space as well as restricts the
shape variations of the model close to the known
variations. Given a n x 3m data matrix x of n shapes
consisting of m surface points (3m dimensional), the
computation of PCA starts with a mean-centred matrix y
obtained from the empirical mean x (x = P"4=1x4/n)
of the distribution being subtracted from the variables: y
= x — X. Two approaches are mostly used to calculate
the principal component.

By arranging the eigenvalues in descending order and
their corresponding eigenvectors so that Ai > Aitl
makes Aj nearly zero at a certain point j. The first
corresponding j eigenvectors form the principal axes
describing the most important modes of variables of the
data in eigen space. The proportion of the total
variability fi explained by each principal mode is equal
to its eigenvalue divided by the sum of all n
eigenvalues: fi = Ai/ P i Ai. The eigenvectors ¢ provide
the so-called modes of shape variations, and the
eigenvector corresponding to the largest eigenvalue
accounts for the largest variation. The magnitude of
eigenvalue shrinkage is a function of the type of
shrinkage, sample size, the number of variables in the
correlation matrix, the ordinal root position, the
population eigen structure, and the choice of PCA or
principal factors analysis [BS84].

The n (when 3m > n) largest eigenvalues and their
corresponding eigenvectors of the covariance matrix
C3mx3m can be determined from the n eigenvalues and
eigenvectors of Cnxn = ynx3myT nx3m. The
accumulation of the first few eigenvalues has such a
large proportion of the accumulation of all eigenvalues

that the rest of the eigenvalues approximate a zero
proportion. Let Ai(i = 1,2, ..., n) be the eigenvalues of
eigenvectors, the first j eigenvalues Aj and corresponding
eigenvectors @j of C3mx3m can be calculated as be the
generally mean when they say factor analysis). The
question of sample size in factor analysis and PCA has
been studied for decades: some statisticians have argued
that a large sample size N improves the precision of
estimates from PCA [Cli70, Bag83]; others have shown
that the ratio of samples to variables is more important in
interpreting outcomes of PCA [GV88]. The commonly
accepted minimal number of samples for the analysis
should be larger than 100 or five times the number of
variables being analysed. However, it is fair to say that
there are no absolute rules for deciding sample size.

MacCallum et al suggested that the minimum sample
size depended on the nature of the data, most notably its
strength [MHWO1]. Strong data are data in which
variable communalities are consistently high and many
variables are expected to have high load (or weight) on at
least three or four components. Communality represents
the proportion of the variance of a particular variable that
is shared with other variables. The values are calculated
as the sum of squared component weights for a given
variable [Try98]. The meaning of load (or weight) of
PCA is the same as for point distribution models, which
will be explained in the following section.

The reliability of applying PCA to the shoulder bone
shapes is not validated in this paper. Instead, all
applications based on PCA results in the present work
are tested using leave-one-out validations.

2. SOM Vs PCA EXPERIMENTS AND
DISCUSSION

The Self-Organizing Map (SOM) algorithm has
attracted a great deal of interest among researchers
and practitioners in a wide variety of fields. The
SOM has been analyzed extensively, a number of
variants have been developed and, perhaps most
notably, it has been applied extensively within
fields ranging from engineering sciences to
medicine, biology, and economics. We have
collected a comprehensive list of 4465 scientific
papers that use the algorithms, which have
benefited from them, or contain analyses of them.
The list is intended to serve as a source for
literature surveys. A set of 13 topical categories
was selected by combining classes used by the
INSPEC (tm) database. The number of articles in
those categories was then plotted as a function of
the year of publication. The plots only contain the
articles available in the INSPEC collection
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Figure 1. PCA components analysis

The results shown in Figure 1 reveal, for instance,
that the transformed data is the linear
combinations of the original data. In the new
coordinate system, the number of coordinates is
generally equal to the original coordinate system
and all coordinates are orthogonal to each other.
The new coordinates are ordered so that the first
coordinate accounts for the most variations in the
original data; the second coordinate explains the
maximum variances for the residual data; the third
coordinate explains the most variation for the next
residual data and so on. Hence, the first coordinate
is considered to be the most important coordinate,
known as the first principal component (PC); the
second coordinate is called the second PC, and so
on. The SOM references were organized onto a
document map to study the relationships between
the topic categories, and to provide an interface
for browsing and searching the collection. A
WEBSOM [2] was computed using the titles of
the documents. For some documents also an
abstract was available and it was used in the
computation.
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Figure 2. SOM components analysis

One of the drawbacks of the SOM is that the user
must select the map size in advance. This may
lead to many experiments with different sized
maps, trying to obtain the optimal result. This is
very time consuming. A problem with large SOMs
Figure 2 is that when the map size is increased, the
time it takes to do any operations on the map
increases linearly. Training and using these large
maps may again be quite slow. Several classical
approaches have been suggested to circumvent these
problems. One approach is to start with a small SOM
and add nodes to it during training. Blackmore and
Miikkulainen [3] propose incremental grid growing.
In their system a rectangular grid is used.
Neighbours that are close to each other in the data
space are connected, whereas very distant ones are
not. New map nodes are added at locations that
poorly represent the data space. Fritzke’s Growing
Cell Structure [4] abandons the symmetric grid
structure altogether. Instead his system has a group of
hyper tetrahedrons. During training new hyper
tetrahedrons are grown from the old ones. The system
also removes harmful hyper tetrahedrons for greater
flexibility. Related approaches have been presented by
Martinez and Schulten [5] and Bruske and Sommer [6].

Growing the size of the grid dynamically is an intuitive
and good principle. However it does not solve the other
problem mentioned above. By the grid size becomes very
large, finding the best matching unit takes longer and
longer. Larger maps require some sort of additional data
structures that make the search faster.

PCA as one of the most famous mathematical techniques
widely used in data dimensionality reduction performs
vector space transformation on the given dataset to
rearrange the data into a new coordinate system
(Dunteman, 1989). The transformed data is the linear
combinations of the original data. In the new coordinate
system, the number of coordinates is generally equal to
the original coordinate system and all coordinates are
orthogonal to each other. The new coordinates are
ordered so that the first coordinate accounts for the most
variations in the original data; the second coordinate
explains the maximum variances for the residual data; the
third coordinate explains the most variation for the next
residual data and so on. Hence, the first coordinate is



considered to be the most important coordinate, known
as the first principal component (PC); the second
coordinate is called the second PC, and so on. Generally
speaking, a certain number of PCs, less than the number
of coordinates in the original data, are enough to account
for the most variance in the original data. This is to say
that PCA can transform a high dimensional dataset to a
lower dimensional space without losing significant
amounts of information when compared with the original
dataset (Dunteman, 1989).

In general, a PCA transformation can be performed
using the following 4 steps (assuming X is an n-by-p
matrix, where n is the number of variables and p is
number of records in each variable):

Step 1: subtract the mean value
X'=X—X

Where X is an n-by-1 vector containing the mean of
each variable in dataset X, and X’ is the new dataset.

Step 2: calculate the covariance matrix
A=cov(X)=(X'X'T)/(p—1) (3.12)

Where S represents the covariance matrix, X’T is the
transpose of matrix X’ and p is the size of each
variable.

Step 3: calculate the eigenvectors and the
eigenvalues of the covariance matrix
Ax = Alx
(A—ADx=0
det(A — A =0

Where A is the square covariance matrix derive in
step 2,1 is the identity matrix, A is a vector of
eigenvalues and x is the matrix of eigenvectors.

Step 4: reorder the eigenvectors based on their
associated eigenvalues, from the highest to the
lowest, which represent the explained variance of the
eigenvectors
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Figure 3. PCA components feature analysis for Temp, CO2, Light and week

3. RESULTS

The classification results, averaged over the 10-fold
cross-validation experiments, can be seen in Figure
3. The figure shows the classification results
averaged over the five features. The overall results
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of the PCA are noticeably better than the SOM
percentages. This kind of good performance on the
hard portions of the data space is very desirable.
Figure 4 gives a better overall view of the
classification of four variables
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Figure 4. PCA components feature analysis for Temp, CO2, Light and week, and yield variables

4. CONCLUSION

Self Organizing Maps (SOMs) are used to organize
unsupervised data. While the Kohonen SOM has
proven to be very popular and quite effective, there is
no theoretical or empirical research to suggest that it is
the optimal strategy for SOMs. So, we tried to evolve

the rules of the SOM. We represented the rules of a
SOM for self-organization on unsupervised data. Our
data was arranged into definite clusters. While the
samples that make up these clusters were randomly
generated, the centres of the clusters were fixed. We
changed the network for minimizing the distance of the
vectors in the map to actual cluster centres. We used



two different sets of cluster centres. We found that
even with random starting vectors and random sample
points (from fixed cluster centres), SOMs achieved
very good reduction in distance to cluster centres when
the cluster centres were used one set at a time. By this
measure, the classification accuracy of the SOMs was
perfect when possible and near optimal otherwise.
However, when both of the sets were used to determine
fitness, we find that the distance reduction and
classification accuracy suffered.

In comparison to the PCA, we found that SOMs
consistently performed better in all the experiments
much better than PCA. While this shows great promise,
the results cannot be generalized over practical
applications of unsupervised learning without further
experimentation.
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ABSTRACT

This paper presents an ontology development for a
knowledge base based intelligent searching system for the
Oman National Transport Company (ONTC). The
Company operates intercity and long distance bus services.
A traditional database information system is implemented
currently in the ONTC for users to retrieve necessary
information such as schedule, routes, ticket charges etc.
Here the information retrieval is in syntactic nature. It
means that data is retrieved according to the values passed
to the database. The search is not done in an intelligent way.
Semantic Web concepts enable information systems to
perform search in an intelligent way. It empowers machines
to understand and response the human queries based on
their meaning and making searching in an effective way.
Ontology is the back bone of semantic web. It is an explicit
specification of a conceptualization. Without ontology there
cannot be vocabulary for representing knowledge. In this
paper we propose an intelligent searching system using the
concept of Semantic Web for the ONTC which will enable
users to perform an efficient search and can create more
accurate results. We use Protégé, the ontology development
editor for developing and inferring the ONTC ontology
and SQWRL (Semantic Query-Enhanced Web Rule
Language) for querying the ontology.

INTRODUCTION

The Oman National Transport Company is the largest
public bus and coach operators in the Sultanate of Oman.
The company operates to different destinations from its
headquarters. A person who wishes to travel in the ONTC
can book his/her credentials in advance. A new form of web
enabled system will empower computers to function in an
intelligent way. With the development of information
technology and wide use of the Internet in the recent years,
the existing knowledge system available is not sufficient to
satisfy the great deal of knowledge in the Web. So, there is
need for the scholar to currently resolve the problem to
organize knowledge validly, and to make it apply efficiently
to the system. Ontology is a discipline that is part of the
knowledge representation field and could resolve the
bottleneck problem within the knowledge to obtain
(Berners-Lee, 2001). Ontology describes the system at the
level of semantic knowledge. The increasing importance of
semantic web is based on the ontology technology. Now
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medicine, military, cooking, e-learning, jobs, enterprise, and
transportation and so on.

THE ONTC ONTOLOGY DOMAIN

Knowledge representation is the symbolization or
formalization of the knowledge of the world (Alexander,
2002). Various Knowledge representation methods are
predicate logics, production rules, framework, and ontology
and so on. In this paper, we use the ontology and the rules
to represent the knowledge of ONTC (Thomas R. Gruber,
1995). Ontology is an engineering artifact that is constituted
by a specific vocabulary used to describe a certain reality
(domain), plus a set of explicit assumptions regarding the
intended meaning of the vocabulary (Neches et.el, 1991).
Insufficiency in expressivity and reasoning features are the
problems affect the perfect ness of ontology. Rules can lay
the foundation for expression and reasoning capabilities.
Adding rules with the ontology will solve the expressivity
and reasoning problems.

The Role of Ontology

Ontology is defined as: “An explicit specification of a
conceptualization.” (Maria 2010). It usually contains
modeling primitives such as concepts, relations between
concepts, and axioms. The basic element in the design of
ontology is a 'category’, meaning its domain. Each category
should have 'individual' and 'instance'. 'Inheritance' and
'implement' is their basic relation. 'Slot' could be used in
order to depict them. At the same time, slot is divided into
attribute and relationship and limited with facet. Ontology
can be used in an integration task to describe the semantics
of the information sources and to make the contents explicit
(S.Chandrasekharan et.el.,1999). Ontology has shown to be
the right answer to the structuring and modeling problems
arising in Knowledge Management (Gruber, 1993). They
provide a formal conceptualization of a particular domain
that can be shared by a group of people (in and between
organizations).

Role of Ontology in the Transportation Domain

Retrieval of data and information is the vital part of any
system. An intelligent approach could improve the
efficiency and accuracy of data retrieval (Ohno, 1998).
Semantic Web concepts enable information systems to
perform intelligent search. It empowers machines to
understand and response the human queries based on their
meaning and it makes searching more effective. Ontology is
the backbone of semantic web (Brachman, R.J.et.el.,1991).



Using ontology as a knowledge base improves the efficiency
of data retrieval. Customers can get data in meaning full
way. (An intelligent approach) .Semantic web approach is
vital in any kind of transport system because an intelligent
approach will improve the query result.

Components of Ontology

Ontology consists of four main components to represent a
domain (Berners-Lee et.al 2001). They are: classes
(concepts of the domain), their attributes (slots), restrictions
on slots (facets), relations (different types of binary
associations between concepts or data values), and instances
(real world individuals). Formally, ontology often boils
down to an object model represented by a set of concepts or
classes C, which are taxonomically related by the transitive
IS-A relation H € C x C and non-taxonomically related by
named object relations R* € C x C x String. Axioms denote
a statement that is always true (Hyvonen, 2004).

Methodology to Create an Ontology

Determine the domain and scope of the ontology. We
suggest starting the development of ontology by defining its
domain and scope (R.Subhashini and Dr. J.
Akilandeswari,2001). That 1is, answer several basic
questions such as what is the domain that the ontology will
cover, for what we are going to use the ontology, for what
types of questions the information in the ontology should
provide answers, who will use and maintain the ontology,
what is the level of formality of the intended ontology? etc.

Enumerate important terms in the ontology. Developers
should write down a list of all terms in the domain, either to
make statements about or to explain to a user (Natalya F.
Noy and Deborah L. McGuinness, 2001)

Define the classes and the class hierarchy. Classes have to
be defined with appropriate names. The hierarchies have to
be defined in three different ways, viz. top-down, bottom-up,
and hybrid. A top-down approach starts with the most
general classes in the domain and subsequent specialization
of the classes. A bottom-up approach starts with the most
specific classes, the leaves of the hierarchy, with subsequent
grouping of these classes into more general classes. A
hybrid approach is a combination of the top-down and
bottom-up approaches.

Define the properties of classes. Properties describe the
internal structure of classes. The object property relates one
class to another class (Das, 2002). The data type property
assigns the value type to the class. The annotation property
describes the generic comments of the class.

Define the facets of the properties. Properties can have
different facets describing the value type, allowed values,
the number of the values (cardinality), and other features of
the values, the properties can have.
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Create instances. At last create the individuals or instances
of the classes.

Ontology Tools

There are several editors available to create ontology.
Ontology editors are tools that enable the users for
inspecting, browsing, codifying, and modifying ontology
and support in this way the ontology development and
maintenance task. Prot’eg’e, OntoEdi, OilE, WebOD, and
Ontolingua are some examples of ontology editors.

Protégé

Protégé is a free, open-source platform that provides a
growing user community with a suite of tools to construct
domain models and knowledge-based applications with
ontology. Further, Protégé can be extended by way of a
plug-in Architecture and a Java based Application
Programming Interface for building knowledge-based tools
and applications.

SWRL

Semantic Web Rule Language, an acronym for SWRL, is a
rule language. The SWRLTab 1is a development
environment for working with SWRL rules in Protege-
OWL. It supports the editing and execution of SWRL rules.
It provides a set of libraries that can be used in rules,
including libraries to interoperate with XML documents,
and spreadsheets, and libraries with mathematical, string,
RDFS, and temporal operators. The SWRLTab has several
software components, like, SWRL Editor which supports
editing and saving of SWRL rules in OWL ontology, SWRL
Built-in Libraries which includes the core SWRL built-ins
defined in the SWRL Submission and built-ins for querying
OWL ontology.

SOWRL

Semantic Query enhanced Web Rule Language is an
extension of SWRL rule language. It takes rules’ antecedent
as a pattern specification for a query and takes rules’
consequent as a retrieval specification. Any valid SWRL
antecedent is a valid SQWRL pattern specification. That
means, SQWRL places no restriction on the left side of a
query. It uses SWRL’s built-in libraries as an extension
point. SWRL editor can be used to generate and edit the
queries. To execute the query SQTab has to be added, by
adding the jar file jess 7.1p2 in the protégé plug-in
directory. The core operator is aqwrl:select. The select
operator takes one or more arguments, which are variables
in the pattern specification of the query, and builds a table
using the arguments as the columns of the table.

STRUCTURE OF THE ONTC ONTOLOGY

Building blocks of Ontology can be taken as classes (Fr.
Rubin, 2011). They describe the concepts of the domain.
The concept of this domain is the types of the buses such as
parcel coaches and passenger buses. The price of the parcel
coaches will be calculated depending upon the destination,
mode of delivery and weight of the parcel. Price will vary



depending on the destination. If it is within the city, the i__wf,,,f?ffe"°i2f
price will be less and outside the city, the price will be more. P
If the customer wants an emergency mode of sending the &

parcel, more charge will be taken than the normal mode.
Price varies according to the weight of the parcel. If weight
is more, price also will be more. All these specifications can
be mentioned using the data property of the classes (Junli
Wang, 2005). The system can retrieve the appropriate result
according to the query input. For example for an input of
destination Dubai, the system can retrieve the best fare.
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Figure 1. Class — Subclass “is-a” mapping in the ONTC
Ontology
Ontology Structure in Protégé

In the ONTC ontology, BUS is a subclass of owl:Thing.
Parcel Transport and Passenger Transport are subclasses of
BUS.

{inter_c ityy K

Figure 2. Class Hierarchy - Top Level

In the case of Passenger bus, there are two type of
information are available. Bus schedule and Fare details of
the Bus travel.
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Bus_schedule
'Fare_details

Figure 3. Class Hierarchy — Passenger transport sub classes

In the case of Parcel transport, price is the subclass.
Destination, mode of delivery and weight are the
subclasses of price class.

outer_city
mode_of_ delivery

Figure 4. Class Hierarchy — Parcel_transport sub classes
inter  city and long route are the subclasses of
Bus_schedule. In each route buses are being scheduled in
day and night to provide maximum facility to the public.
During the day time and night time, ticket rates are
different. Generally three types of buses are allotted, Super
Delux, Deluxe, and Ordinary buses. Depending on the
distance and timing, only certain types of the buses are
allotted each time. For e.g. during the day time, for the long
distance, all three types of buses are available. Passengers
can utilize the service of three types of buses according to
their convenience. But during night and long distance
travel, only delux and super delux buses are chartered since
ordinary buses are not advisable due to security reasons.
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inter_day_schedule
- Day_Normal
- @ ONTC_DY_N_1001
ONTC _DY_N_1002
-¢ Day_delx
~@ONTC_DY_D_1001
~- @ ONTC_DY_D_1002
nter_night _schedule
Night_Dellux
ONTC_N_D_1001
-@ Night_SDelux
~- @ ONTC_N_SD_1001
¥-d'long_route
¥4 long_day_schedule
. ¥-diLong_Day Delux
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¥-1 'Long_Day_Normal
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: “-@L_DY_SDL_1003
¥4 long_night_schedule
¥4 long_night_delux
“-@L_N_DL_1005
-4 long_night_sdelux
“-@L_N_SDL_1001

Figure 4. Class Hierarchy - Bottom Level Sub Classes

Similarly for the inter_city service, during the day time only
ordinary and deluxe buses are permitted since the distance is
less. During the night time only delux and super delux are
available because of the shortage of the drivers.

For each service the bus numbers are also given so that
passengers can get the result if the appropriate query is
given. The properties can have different facets describing
the value type, allowed values and the number of values that
property can take. The datatype properties of the ONTC

ontology are hasdestination, hasarrivaltime, hasday,
hasdeparturetime, hasdestination station, hasdistance,
hasrouteno, hassourcestation, hasBusno. The Object

property has domain and range. The classes to which
property is described is called domain of the property. The
allowed classes or type instances for the property are often
called the range of the property. The Object Property of the
ONTC ontology are hasFirstclassFare, hasBusinessfair,
haseconomyfare, has  Expressfare, hasOrdinaryfare,
hassuperdeluxfare, hasdeluxfare, hasheavyparcelfare,
haslight parcelfare. The last step in the development of the
ontology is creating individuals or instances of classes in the
hierarchy. Defining an individual of a class requires is 1)
choosing the class 2) creating an individual of that class and
3)filling the property values. The typical individuals are
ONTC DY N 1001, ONTC DY N 1002,
INTC DY D 1001, ONTC DY D 1002,
ONTC N D 1001, ONTC N SD 1001,
L DY DL 1004,L DY N 1002, L DY SDL 1003,
L N DL 1005,and L N SDL 1001.



The ONTC Ontology Based Reasoning

In our work, Fact++ reasoner[ ] is used to check the
consistency of the ontology, classifying the classes and
performing the individual detection (Chimaera, 2000).
Checking the consistency is used to identify the semantic
contradiction which makes ambiguity in the description of
the domain. Classifying the classes is used to test the
subsumption relationship between classes and classes are
classified into different level in the class hierarchy.
Reclassification is necessary if there is any inconsistency.

Rule Based Reasoning

In this work, SWRL is used for creating rules and SQWRL
is used for supporting OWL queries. For example, To
display the fare of the given bus route and destination and
source station, we can write the query like this :
hasDestination(?x,”SALALAH”)"hasRouteno(?x,”L. N DL
_1005”) “hasSourcestation (?y,”MUSCAT”)-> sqwrl(?a)
~sqrl:column names(“delux fare”)

CONCLUSION & FUTURE WORK

The owl based ontology for the ONTC was constructed with
Protégé 4.1.beta after following the listed steps for the
ontology development process. We have used SWRL for
inferring the constructed Ontology. Consistency checking of
ontology and classification of classes has been done with the
support of FACT-++ reasoner. Ontology design is a creative
process and two ontologies designed by different people
would never be the same. We hope that this ontology will
help the public very much in providing sufficient
information. In future we will enhance the ontology with the
local names of the places with natural language support and
automatic ontology development by the system itself. Also
we will integrate this ontology with the ontology for airlines
in Sultanate of Oman.
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ABSTRACT

This paper demonstrates methods for creating a server
application with the task of generating a plausible family
tree based on the user. The application does not try to be
factual, merely plausible. In creating this app a number of
server based techniques are employed to solve the various
problems. 1 - Heuristics were defined to simulate plausible
birth and death dates, and also the parent’s age at the birth
of the each generation. 2 - Screen scraping techniques were
employed to harvest names from name databases which did
not offer an api. 3 — Google places api was used to select a
plausible birthplace for each ancestors. 4 — Wikibots were
used to retrieve a plausible occupation plausible for each
ancestor. The purpose of this study is to investigate how a
variety of servers-based methods can be employed within a
single application to provide a complex result which appears
intelligent, has a certain level of semantic credibility, is fun,
engaging for the user and appears entirely plausible.

INTRODUCTION

An ancestor generator may appear a surprising choice for an
investigation of the semantic web a term first coined a
decade ago (Berners-Lee et al, 2001). The authors point
towards a web capable of a level of semantic intelligence —
interconnection of meanings and relationships. Consider
then, that the output of the ancestor generator is a set of
ancestor objects with a similar data structure (dates, names,
gender, locations, occupations, socio-political affiliations).
This type of information is just the sort which can be
simulated with heuristics and data collection methods. This
investigation not only demonstrates emerging techniques
for data collection from web sources and I, hope, contributes
in some small way to the on-going question of semantic
intelligence on the Web. But it is also quite satisfying for a
user to see the output of their ancestory request.

HOW MANY ANCESTORS
From informal hand counts in auditoriums (not exactly

scientific method but it has confirmed my initial
expectations) ... most people know the name and birthplace
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of both their parents, and can work out their birth year given
enough time. Less than half of the people can do the same
for all four of their grandparents , and very few can supply
so much as a name of even one of their 8 great-
grandparents.

As the number of ancestors for a single individual double
every generation the numbers very quickly become very
large. Each previous generation x will give the modern
desendant 2x ancestors. If we make some broad
assumptions, such as making an average age of a parent at
the birth of any child is say 25 years old that gives us a not
unreasonable average of 4 generations every century. In this
scenario sometime in the 1300s a modern descendant had
around 280 million ancestors, which begs the question, how
many people were actually on earth at that time? Expert
opinion tends to agree that the world population in the
1300s was around 240 million (Kremer, 1993). Even if we
assume the largest estimates to be more accurate, it can be
safely assumed that by the mid 1300s everyone alive today
had more ancestors alive at that time, than there were
people on the planet at that time. What becomes obvious is
that a single ancestor connects to a modern individual by
possibly many separate ancesteral lines.

So if a modern tourist visits an 11th century cathedral and
wonders if any of her ancestors worked on the building of
this cathedral the numbers would suggest that it is almost
impossible that not just one but many of the original
workers are among her billions of ancestors at that time, and
some of them will be her ancestor via thousands of different
ancesteral lines. What we will never be able to map with
clarity is the unbroken lineage to all of those billions of
ancestoral lines in the 1100s and beyond (as the numbers
keep doubling).

SInce the historical records do not exist for the vast majority
of these lineages, then how plausible can a fictitious and
randomly generated lineage be? Specifically the questions
considered for this study were:

How can a plausible gender, birth and death dates, age of
ancestor at the birth of their child be generated?

How can a plausible name for each ancestor appropriate to
their birth region be generated?



How can a plausible place of birth for each ancestor, given
that the user is trying to find an ancestor in a random
country/region?

How can a plausible occupation for the ancestor given the
period they lived and the culture of their place and time?

The methods used for these questions were for gender and
dates - a set of heuristics; for names - screen scraping
techniques; for the place of birth - the new Google Places
api; and for the occupation - wikibots. The following
sections describe these methods. The scope was limited to
an ancestor no earlier than 900AD, and also to only
European ancestors — since the name website used in this
study contained only European names.

HEURISTICS FOR GENDER AND DATES

In answering the question “How can a plausible gender,
birth and death dates, age of ancestor at the birth of their
child be generated?” the following heuristics were employed
to produce a set of plausible data for each ancestor.

1. An ancestor has a 50% chance of being male or female.

2. If an ancestor is male he has the same family name as
his child.

3. If an ancestor is female she has the same married
family name as her child, but a different maiden name.

4. The birth year of each ancestor is the child's birth-year
minus the ancestors age at the child's birth (random in
range 15-35).

5. The death year of each ancestor is the child's birth year
plus the number of years they lived after that (random
in range 0-50).

6. Before 1900 the chance that a woman died in childbirth
risesto 1 in 5.

The interface asked the user to fill in basic information
about themselves and the ancestor they were trying to find.
A limit was set at 900AD, as place and individual naming
prior to that becomes less plausible with the existing data.

Youwr Detais
Liendertmale o female)
Your first name

Youw lnst nage

Your maden name®

Your bth YVear Whers were vou born

Your Natonality regon bst L

The anvestor vou would Bke to Snd ved i approinusely what venr ™ {300AD to presenty

The ancestor vou woud Bke 1o Snd bved where”
sagon lat ;

Verzenden

Figures 1: The Ancestor Generator Interface

Using these simple rules it was possible to generate an
ancesteral lineage which was entirely plausible. The server
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application was coded in php using an ancestor class, for
which instances were kept in an array. Initially this first
version used a simple list of English names -10 boys names,
10 girls names and 10 common surnames, as places holders
for the investigation of the second question — How can a
plausible name for each ancestor appropriate to their birth
country be generated?

SCREEN-SCRAPING NAMES

‘Behind the name’ is probably the most comprehensive
online site for firstnames (male and female) and last names.
There are currently around 17,000 first names and 5000
family names. It also has the a tsage’fetures which lists
regions/countries where each name is used. Unfortunately
the site does not offer an API to handle server requests — the
only way to access the vast list of names is via their own
web interface, hence — screen-scraping.

The term Screen-scraping has come to mean the process of
collecting data from a web service which does not offer an
api — i.e. the only access is a dynamic html output intended
to be displayed in a web browser. By taking the html output
and studying it’s formatting it is often possible to write
server functions to collect large amounts of the data of the
original web service. The tools for the would-be screen-
scraper are:

e arobust server-side http application which can emulate
browser requests and handle returns, and

e a system for pattern matching html text with regular
expressions.

These tools are available in the php architecture in various
ways. The method used in this study was the set of cURL
classes which offer server-side http emulation. In figure 2
the php code example is using the cURL class to make a
http request to the “behind the name”web service,
requesting the second of four pages of last names beginning
with the letter “a”.

$btn url ='http://surnames.behindthename.com/
php/browse.php?letter=a2’;

$ch = curl init();

curl setopt($ch, CURLOPT URL, $btn url);
curl_setopt{$ch, CURLOPT HEADER, 1);
curl_setept{$ch, CURLOPT FOLLOWLOCATION, true);
curl_setopt{$ch, CURLOPT RETURNTRANSFER, true);
curl_set@pt{$ch, CURLOPT FILETIME, true);

$data = curl exec($ch);

curl close(Sch);

Figures 2: Using cURL to request lastnames

The target web server does not distinguish between this
request and a browser request and it faithfully returns the
page as a html/text string which is placed in the $data
variable for processing. The resulting raw html contains a



lot of peripheral information but eventually it beomes a list
of names with a common format as shown in figure 3.

Pattern matching can now be done using regular expressions
to extract the name, the usage and any notes for each name.
Regular expressions contain a set of symbols with meanings
for finding and matching patterns in text.

ans "son of <
ngel</ax", </

="http:/ /v, behindthanane. con

Figures 3: A snippet of retrieved html text

The code snippet in figure 4 demonstrates regular
expressions being used to clean up the html text and then
assemble all the html text containing the name data into an
array for further processing. This was possible since
studying the retrieved html revealed that the only tables
used on the page were those containing the name data.

//remcove line returns and feeds

$data = preg replace('/\r|\n/','", $data);
//find the names from the data

Sre = */(<table>) [\s\S]+2{(<\/table>)/";
preg match all{Sre, Sdata, Smatches);

Figures 4: Cleaning and Assembling html

This allows for further processing of the html text to extract
the usable name data. The code snippet in figure 5
demonstrates how the <tr> tag and the word ‘usage’ were
used to identify the name, usage and notes for each name.
These three values are then are stored in $lineData, which
in turn is added to the container array $nameData.

foreach {$matches[0] AS $type =» $nameData) |
//get the name
§1=10;
Sre2 = '/{<tid) 4PN e/
preg match all{$re2, SnameData, $matchesZ);
foreach{$Smatches2[0] AS Stype => $linebata){
$linetype = array{'name', 'usage’, 'noctes');

1£{5i==0}){
//remove the <b> from the front of the name
$name = preg replace('/<.+23/', '', 51ine§ata)d

lelseif{Si==1}{
//remove the <b> from the front of the name
$usage = preg replace('/<.+?>/', '', $lineData);

Susage = preg_replace{’/asage:f', tr, Susage);
telzeif{5i==2}{

$notes = preg replace('/<.+2>/', '', $lineData);
}
$itt;
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This simple and elegant function scrapes the data from the
html output of the web service and allows it to be placed in a
useable form. In the case of the ancestor application random
names (first and last names) can now be generated
according to region and gender. This discussion raises the
question of the ethics of screen-scraping, and this is a
delightfully thorny question best left for another paper. The
experiments done in this study have been done without the
knowledge or consent of Behind the Name — which is the
whole point of Screen-scraping — the target server does not
know it is being scraped.

FINDING A PLAUSIBLE BIRTH LOCATION

The Google Places API, released in May 2011, provides an
adequate, though problematic solution to the question “How
can a plausible place of birth for each ancestor be generated,
given that the user is trying to find an ancestor in a random
European country/region?”

Starting with a region/country as defined by our user and
within the constraints of the usage regions available in the
names data (e.g. Spain France, England), a request (again
using cURL) to the Google Maps API will return the
region/country’s bounding rectangle as a set of two geolocs
(a geoloc contains a latitude and longitude value). This time
of course there is no need for screen scraping as the Google
Maps and Places API’s contain a comprehensive set of
interrogating methods. The output can be returned in xml or
Json formats as the requesting application chooses.

The two geolocs returned to define a region/country’s
bounding rectangle are called ‘north-east’and ‘south-west’.
A random location can then be generated from within the
bounding rect and this random geoloc can be sent to Google
places API with a request to return any ‘political’entities
within a radius of, for example, 5 kms. A political entity in
Google places API includes “localities, villages, towns,
districts, states, nations”. Although the Google places API is
the best available online service for solving the problem of a
plausible birth location there are two problems that are to
date unsolved.

e Some countries/regions are not well defined by a
bounding rect.
e  Google Places does not contain historic data.

The first problem has a number of different sub-problems.
While countries like France and Spain, simply because of
their rectangular geographic shape, return about 90%
successful locations, England, Scotland and Russia do not.
Scotland, whose territories include the Shetland Islands, has
a bounding rect that consists of about 80% ocean. England
has the problem that it’s bounding rect completely includes
Wales, which should be excluded, since it is treated as a
separate region for name generation. Russia returns an error
that it’s north-east geoloc cannot be greater than it’s south-
west geo-loc — further investigation needed. Some of these
problems could be solved if Google Maps offered a
bounding polygon rather than a bounding rect.



Alternatively, the ancestor app could keep it’s own set of
region polygon’s — further investigation is needed for this.

The second problem is even more interesting. If the ancestor
app is looking for a birthplace for an ancestor in the 1500s
in Spain, Google Places will return a town in Spain but it
has no information on how long that town has been there,
and in fact whether Spain even existed at that time. Systems
that capture this type of information are generically known
as Historic Geographic Information Systems (HGIS) and
there have been a number of notable attempts to create a
workable, universal standard HGIS. To date none of these
have been developed to a level of becoming an accepted
standard. Interestingly all of the attempts to develop HGISs
pre-date both Google Maps and Google Places (Knowles &
Hiller, 2008) suggesting this is a topic ripe for an innovative
research and development project using Google Places as
the underlying architecture.

Swiss company EuroAtlas has produced a series of maps
showing the cities, towns and political and tribal regions of
Europe every 100 years from 100AD to 2000AD. This is the
sort of information that could be captured in an HGIS, and
not just for Europe. A list of current HGIS activities and
resources is listed on the website of the Historical Research
Network’s  website (www.hgis.org.uk). Despite these
limitations, the ancestor generator generates birth location
for each ancestor that would probably satisfy a lay-person’s
knowledge of history.

WHAT DID EACH ANCESTOR DO

The question “How can a plausible occupation for the
ancestor given the period they lived and the culture of their
place and time?” is a very interesting one and is the topic of
on-going investigation at the time of writing this paper.
The focus for this problem has been to develop a cultural
object model and to populate data tables of this model with
data from Wikipaedia by the use of so called ‘wikibots’ to
conduct page searches. Wikibots are an area of server
innovation that is often seen as exposing systems to
malicious intentions(Geiger & Ribes, 2010).

Initial experiments searching for synonyms of ‘occupation’
(jobs, trades, professions) combined for searches of dates on
the page using regular expressions yielded only limited
useful results. The current path of investigation is to create a
model of culture, and again populating the cultural data
objects via the use of Wikbots. Each culture contains key
elements of Pots, Poetry, Philosophy and Public Institutions
— my four P’s of culture. (I note that others including
Dean(2011) use a different set of 4 Ps of Marketing). In my
framework Pots represents the technologies of a culture;
poetry the various forms of creative expression, arts and
literature; philosophy the world view, morality and religion;
and public institutions the administration, legal system, land
ownership, military, market etc.
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Plausible occupations are assigned to cultures based on the 4
Ps f<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>