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ABSTRACT

Conventional image processing techniques regard the
image merely as data to be processed by the chosen
algorithm. We propose that by treating the image data as a
landscape upon which a large population of agents live,
feature extraction can be regarded as a persistent pattern
resulting from the dynamics between the agents' behaviour
and their environment. We describe a system that both
situates the dynamic agents in their environment and
provides parallel environmental effects, such as erosion and
diffusion. Agents can explore their landscape, be affected in
their behaviour by the landscape, and modify the landscape,
for example by laying a trail, leaving specific marks or
directly changing the landscape 'data'. The agents act
locally and independently in a simple behavioural manner,
reacting to simple stigmergic cues from the landscape
configuration. We demonstrate different 'breeds' of agent
whose behaviour, combined with environmental effects,
produces persistent patterns in the landscape data. These
persistent patterns provide image feature extraction
behaviour. Examples results are shown and the importance
of giving data an active role in its own processing is
stressed, as opposed to being merely treated as 'fodder' to
be processed by a complex algorithm.

INTRODUCTION AND PREVIOUS WORK

Image processing is typically regarded as transforming an
input image data using a specified algorithm giving output
data that contains the desired features. This places a greater
emphasis on the algorithm as opposed to the data. In images
the desired features are usually distributed in nature across
many pixels and finding these features is a non-trivial
problem. Many different algorithms exist to discover
certain features within digital images, such as edges and
lines, regular shapes, and higher level features such as eyes
or entire faces. It is difficult to specify such features in
terms of their basic components, single pixels, as the
features and patterns are distributed in the relationships
between many different pixels. The distributed nature of the
desired data within an image is responsible for the difficulty
in designing image processing/analysis algorithms.

The high level nature of the data patterns stored within
images parallels the behaviour of simple agent based
systems. In this case the agents possess very simple
behaviours and their interactions result in a global pattern
of emergent behaviour that is not specified in their
underlying component behaviours. Much of the research
into simple agent systems comes from studies of social
insects (Deneubourg et al, 1991) and this research has
shown that much of the complexity in the patterns of agent
behaviour come from the interactions between the
individual agents and their environment. One form of the
interactions seen is known as stigmergy (Grasse, 1959), an
indirect communication where the agents receive
behavioural cues from stimuli in their environment. Agents
in turn can also influence other agent behaviour by laying
down their own stimuli in the environment. Stigmergic
communication can be based on the amount of stimuli
sensed, or based upon different types of stimuli sensed
(Holland and Melhuish, 1999).

The use of multi agent systems for tasks such as image
processing/analysis would seem ideal since the image data
‘landscape’ presents rich environmental stimuli for agents.
Although agent behaviours are influenced by the landscape
at the pixel level, any emergent patterns seen from a group
of interacting agents would hopefully be strongly
influenced by the high level patterns stored within the data.
Furthermore, stigmergy is a simple communications
paradigm to implement, eliminating the need for complex
agent-agent communication protocols since the
communication between agents is mediated entirely by the
environment.

The use of simple behavioural multi agent systems (as
opposed to the traditional AI complex knowledge based
agent) in image processing/analysis has been seen in recent
years. Liu and Tang used reproducing agents to reduce the
time to perform image processing and analysis operations
such as edge detection (Liu and Tang, 1997). Ramos and
Almeida developed ant like agents inspired by the Ant
Colony Optimisation research of Dorigo and Gambardella
(1997) to explore group behaviour in pattern recognition
(Ramos and Almeida, 2000). Recently, specific applications
of multi agent feature extraction have been developed.
Guillaud used groups of simple agents to perform edge
detection and ring continuity on fish otolith images
(Guillaud et al, 2002).
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Toffoli also examined the fact that features in images are
macroscopic patterns (lines, shapes etc) in a fine-grained
substrate (pixels). He proposed emergent fine-grained
computation based on the cellular automata paradigm as a
way of making the high level features that are ‘latent’ in an
image apparent. He also espoused the development of
approaches that modelled physical systems, such as
chemical staining, Brownian motion, etching and plating, in
order to achieve feature extraction (Toffoli, 1999).

IMAGES AS DYNAMIC ENVIRONMENTS.

We present a system that uses the concept of multiple
agents habituated in a dynamic environment. The
environment ‘landscape’ (Figure 1) is a digitised grey-scale
image. For an 8-bit image this provides 256 different
possible ‘heights’.

a) b)

Figure 1: Sample input image (1a) and representation of image as
an environment landscape (1b).

The environment is itself a dynamic system that operates in
real time and all areas in the environment update
synchronously. The updating of the environment in parallel
adheres to the cellular automata paradigm and provides
possibilities for increased emergent interactions with the
agents. The environment dynamics available include
erosion (similar to water erosion or wind effects) – where
areas of the environment, trails or marks can be eroded
subject to certain conditions specified by the user at the
start of an experimental run. These conditions can apply
evenly to all cells or can be dependent on certain qualities
of the cells: for example the erosion of marks may be
dependent on the level of mark at a particular cell. This is
analogous to staining or washing where a more ‘stubborn’
heavily deposited mark will be more resistant to erosion
than a more lightly deposited mark. Another example of an
environmental dynamic is diffusion where levels of trails or
marks may diffuse across (subject to user specified
parameters) into other cells.

FEATURES OF BASIC AGENTS

A decision was made not to model the behaviour of the
agents specifically on any single model, such as ant models,
in order keep the system as flexible as possible. The agents
are habituated within the dynamic image environment.
Agents all contain the same basic features: They are able to
move independently in their environment from cell to cell
in any of the 8 compass directions. They can sense their
position and height in the landscape and deposit certain

signals in their environment – trails and a more general
‘mark’, or even modify the landscape height directly. The
agents can sense the presence of other agents and they can
also have the ability to ‘teleport’ to any unoccupied point in
the landscape. Agents do not communicate directly with
one another – all communication is indirect via the
environment using the stigmergy paradigm. Specific breeds
of agent can be extended from this basic agent in order to
provide more specialised features.

EXAMPLE RESULTS OF DIFFERENT AGENT
BREEDS.

Examples of the different ‘breeds’ of agent are shown
below. All different breeds extend the functionality of the
basic agent. The interactions between the agents and their
environment result in emergent patterns being created.
Some of these patterns may persist over time and it is these
patterns which provide the feature extraction behaviour of
the system. The proscribed behaviours of the agents were
made as simple as possible, since by specifying simple
behaviours it would be easier to show the generation of
emergent patterns. By choosing simple behaviours it is also
be easier to ascertain whether or not any patterns formed
were simply due to artefacts of the algorithm.

Walking Agent.

This agent has a very simple proscribed behaviour given by
the following pseudocode:

Take a step forwards in the current direction
If the cell at the FRONT LEFT is less in intensity
than the cell at the FRONT RIGHT:

Turn left 45 degrees
Else if the cell at the FRONT RIGHT is less in
intensity than the cell at the FRONT LEFT:

Turn right 45 degrees

Figure 2 below shows the original image (2a), an image of
600 agents (the dots on the image) moving within their
landscape (2b), the trail patterns left by the agents at 200
steps (2c), and at 2000 steps (2d).

a) b)

c) d)

Figure 2: Sample outputs from Walking Agent experiment

For the walking agent experiment, the 600 agents were
initially placed randomly within their environment and



were sensitive to changes of landscape intensity of 1. It is
possible for the user to adjust this sensitivity parameter. For
example a sensitivity parameter of 5 will ensure that the
agents respond only to environment changes if the
deviation between the current cell and the target cell is
greater than 5 – thus making the agent sensitive only to
large deviations of intensity.

The results show an emergent pattern ‘developing’,
consisting of trails left behind by the agents as they move.
The final output at 2000 iterations of the system clearly
shows latent ‘channels’ that the agents move down that are
not apparent in the original image.

Gravity Agent Experiment.

This example illustrates how edge detection can arise from
an algorithm with no apparent connection to image feature
extraction. The pseudocode for each agent is given below:

Take a step forwards in the current direction.
If there is a neighbouring cell that is lower in value
than the current cell:

Turn to face that cell
Else:

Leave a mark and Teleport to a new
random location

Figure 3 below shows the mark patterns left by 3000
Gravity Agents in 3 experiments, each applying this
behaviour for 1000 iterations, and with different sensitivity
parameters.

a) b)

c) d)

Figure 3: Original ‘Clown’ image (3a), sensitivity value of
10 (3b), sensitivity of 20 (3c), sensitivity of 40 (3d)

DISCUSSION AND FURTHER WORK

We have described a system that performs image feature
extraction (‘higher level’ features which are distributed
among many pixels), seen as a persistent emergent pattern
produced by the interactions between agents and their
environment.  This takes a broader approach to multi agent
systems than the approaches influenced purely by social

insects The system is also influenced by the phenomena
seen in physical systems, the environment dynamics within
a system and the interactions between the agents and their
environment. The system is extensible with many different
agent ‘breeds’ and further work is in progress to explore
more fully the agent-environment dynamics. Experiments
currently being evaluated are based on image
skeletonisation and noise reduction via environmental
influences. Some challenges remain, notably that of
deciding when the image processing has finished –
something that is usually trivial using conventional
algorithms but proves more difficult with emergent
computation approaches.

The component agents in the system are specifically
designed to be simple in nature in order to place the
emphasis on the importance of the data in its processing
and analysis. Since the desired data is stored within the
image in a distributed high level pattern, a suitable means
of achieving the extraction of the data may be to get the
data to drive the behaviour of the agents. By doing so, the
emergence of a persistent pattern left behind will leave a
‘footprint’ that represents the desired result.
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ABSTRACT 
 
A method to determine the up/down orientation of an 
Arabic document is described here. The document consists 
of Arabic characters and numerals. The algorithm assumes 
that the document being substantially text and well 
vertically aligned with respect to the scanner axes. Three 
main zones were identified for the Arabic characters, 
namely: upper, middle and lower zones. The algorithm is 
based on the fact that the Arabic characters are asymmetric 
on these zones, hence producing asymmetric horizontal 
histogram. The algorithm is tested on a diverse sample of 
Arabic documents varying in size, number of lines, font 
style and font size and achieved 100% accuracy. 
 
 
1. INTRODUCTION 
 
Human brain can determine the orientation of a document 
easily, instinctively and intuitively. A mathematical 
algorithm needs to be developed and implemented in a 
program in order to give the computer the capability of 
determining the orientation. 
Inverted documents (i.e. upside down) may arise from 
scanning paper documents into a computer, from faxes 
received via a fax modem or from rotated document images 
for a reason or another. The problem discussed here is a 
subset of the skew detection/correction problem. 
Skew detection is an essential stage for character 
recognition as well as many other applications in pattern 
recognition and image processing. It should be considered 
as one of the earliest steps in the preprocessing stage. The 
problem can be studied from four perspectives: 
 
1. Determining the skew angle if the document is not 

vertically or horizontally aligned. Several methods have 
been proposed by researchers for skew detection (Yu et 
al. 1995) (Chaudhuri and Pal 1997) (Smith 1995). 
However, this level of detection may not look into the 
up/down orientation of the text at the first place. 

 
2. Detecting the vertical/horizontal orientation. Several 

researchers (Akiyama and Hagita 1990) (Farrow et al. 
1994) (Le et al. 1994) successfully solved this problem by 
determining whether the document is fed into the system 
vertically (portrait) or horizontally (landscape). The 
method relies on text having frequent interline gaps of 
similar size to character heights, but smaller and 

‘vertically’ unaligned intraline gaps (Caprari 2000). 
However, this step is not enough for character 
recognition and should be followed by the up/down 
orientation determination. 

 
3. Determination of the up/down orientation, which is the 

scope of this paper and will be discussed in details in the 
following sections.  

 
4. Skew Correction. Once the document is found to be 

skewed, there is a need to correct or deskew it for further 
processing, see for example (Ali 1997). This stage is out 
of the scope of this paper. 

 
A typical character recognition system should have the 
above four stages as part of the preprocessing stage. Most 
of the work was found to be dealing with English and 
European documents and none has been found to deal with 
Arabic documents. This research paper is focused on the 
Arabic characters, and specially the printed ones. 
 
 
2. THE ALGORITHM 
 
This research is based on the work of Caprari (2000) in 
which he designed an algorithm and applied it on English 
characters and Arabic numerals. In this paper, the same 
method is modified and used to determine the up/down 
orientation of the Arabic documents. 
The algorithm operates on a page of scanned text 
represented as an array. The effectiveness of the algorithm 
relies on the document being substantially text. Hence, it 
does not work for non-textual images. 
The method is slightly modified to be suitable for Arabic 
documents. It should work properly for other alphabets as 
well with minor modifications. 
Basically, it is based on studying the shape of the Arabic 
characters and determining the different zones of the 
character. These natural zones will have an impact on the 
horizontal histogram of the document. The algorithm 
assumes that the original document is well vertically 
aligned with respect to the scanner axes; otherwise, skew 
correction process is necessary. 
The distinction between upright and inverted text is based 
on the asymmetry feature of the Arabic character shape 
which is neither horizontally nor vertically symmetric as 
illustrated in Figure 1. 
By looking at the characters in Figure 1, three zones can be 
recognized easily; the upper, middle and lower zone. 
Different fonts have slightly different zone height. 
However, it can be noticed that the upper zone is slightly 
bigger than half of the total height, the middle zone is about  

mailto:amzeki@iiu.edu.my
mailto:msz@pkrisk.cc.ukm.my


 
 

Figure 1: The Separated Arabic Characters and their Zones, 
using Arabic Transparent Font. 

 
10% or less, and the lower zone is slightly bigger than one 
third of the total height. 
The middle zone is known as the text-baseline, mainly 
contains the horizontal strokes that connect the characters 
together, it is so small that it can’t contain any character, 
and even sometimes it is represented by a 1-pixel line. 
Extracting the middle zone is extremely useful in character 
recognition because some characters completely fall in the 
upper and middle zone, and some fall in the middle and 
lower. The algorithm is described in the following steps 
through an example: 
 
Step 1: Compute the horizontal projection of the document 
using formula (1), Figure 2(a) shows a sample of an Arabic 
document and Figure 2(b) shows its horizontal projection 
graph. 

 

∑= ),()( jipageip           (1) 
 
The asymmetry attribute of the Arabic text line is clear in 
the graph, the longest spike represents the base-line, and the 
upper zone is slightly bigger and thicker than the lower 
zone. 
 
Step 2: The projection p is differentiated dp by a forward 
difference method formula (Formula 2) and the graph is 
shown in figure (2c). 
 

)()1()( ipipidp −+=         (2) 
 
Notice from graph (2c) that each text line is characterized 
by one large positive spike and one smaller negative spike. 
This verifies that the text up/down asymmetry has persisted 
through to this stage of the algorithm. 
 
Step 3: Squared differentiated projection sdp is computed 
using formula (3), and the graph is shown in figure (2d): 
 

)()( 2 idpisdp =            (3) 
 

Step 4: To restore the sign of dp which was destroyed by 
squaring dp, sdp is multiplied by the sign of dp using 
formula (4) as shown in figure (2e). 
 

))((*)()( idpsignisdpissdp =       (4) 

Step 5: Finally, to know whether the graph is symmetric or 
asymmetric, the sum of ssdp is divided by the sum of sdp 
over all rows using formula (5). The result is a scalar, the 
document will be upright if the scalar is negative and 
inverted if it is positive. 
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3. EXPERIMENTAL RESULTS 
 
The algorithm described in this paper was implemented in 
MATLAB® v.6.5 and tested on a diverse sample of Arabic 
documents. Testing was conducted on 31 different 
documents varying in size, number of lines, font style and 
font size. All images were monochrome images. The font 
size ranged between 8 and 72 points. There were 18 upright 
documents and 13 inverted. 
 
No deskewing of page images was undertaken because the 
documents were very well vertically aligned. No noise has 
been added to the images. The orientation of all documents 
was correctly determined. It has been noted that smaller 
font sizes and smaller text region reduce the algorithm 
effectiveness. 
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Figure 2: (a) A Sample of an Arabic Document written in Traditional Arabic Font, Size 12 (b) The Horizontal Projection p  
(c) Differentiated Projection dp (d) Squared Differentiated Projection sdp (e) Signed Squared Differentiated Projection ssdp 
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